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ABSTRACT

In this thesis we present an overview on optical code division multiple access
(CDMA) communication systems. Both physical and optical link layers are studied.
Focus is oriented towards random access protocols and media access control (MAC)

protocols for future optical CDMA networks.

One of the main objectives of this research is to study the performance of the
optical CDMA round robin receiver/transmitter (R*T) protocol in noisy environments
and dispersive channels. We proved by numerical analysis that the effect of thermal
noise dominates the performance only for low population networks, whereas the
effect of multiple access interference (MAI) becomes dominant for larger networks.
We found out that there are optimum values for the operating wavelength and the

average peak laser power of the transmitter to compensate for this degradation.

Then, we suggest a queuing model to the R*T protocol in order to enhance its
performance. A detailed state diagram is outlined and a mathematical model based on
the equilibrium point analysis (EPA) technique is presented. Our results reveal that
significant improvement in terms of the steady state system throughput and the
protocol efficiency can be achieved by only adding a single buffer to the system
which does not add considerably to the network complexity. The modified protocol
significantly outperforms the R®T protocol for larger population networks and at
higher traffic loads. Furthermore, the modified R®T protocol exhibits an acceptable

timeout probability under different network parameters.

Finally, we propose an optical random access CDMA protocol based on stop
& wait automatic repeat request (ARQ). A mathematical description of this protocol is
outlined using a detailed state diagram. Several performance measures are considered,;
namely, the steady state system throughput, the blocking probability, the average
packet delay, and the protocol efficiency. We proved by numerical analysis that the
proposed protocol is less complex and significantly outperforms the R®T protocol
(which is based on a go-back n technique) at higher population networks. Our results
also show that the performance of the proposed protocol with correlation receivers is
nearly close to that of the R®T protocol with chip-level receivers, which significantly

reduces the overall system cost.
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CHAPTER 1

INTRODUCTION AND THESIS SURVEYS

1.1 Introduction

While applications drive the development for faster and more efficient
network technology, on the other hand network technology opens up the opportunity
for the development of new applications. Applications that were not feasible or even
imaginable a few years ago are now widely used. The most current example is the
development of multimedia applications for the World Wide Web. Web browsers
permit us to receive not only text-based information, but also audio and video from a
wide variety of sources such as research institutions, governments, businesses, and
individuals. These new applications are pushing the limits on current networks, since
they require a great amount of bandwidth and have specific quality of service (QOS)
requirements. The increasing demand makes imperative the use of some new
technology that is not only capable of meeting today's demands but is also flexible to

accommodate tomorrow's growth.

Fiber based optical communication networks offer an efficient way to meet
these requirements [1]-[8]. Therefore, optical transmission has taken over in the
backbone networks during the last decade and is continuously being deployed closer
to the edge of the networks. In the access network, there is an increased interest in
fiber to the home (FTTH), fiber to the building (FTTB), fiber to the curb (FTTC), and
fiber to the cabinet (FTTCab) technologies. For access networks and local area
networks (LANS), low cost is a very important factor and thus systems with low

complexity must be proposed.

Spread spectrum signaling has been recently proposed to achieve multi-user
capability in fiber-optic code division multiple access (CDMA) networks [9]-[11].
The main advantage of using CDMA in an optical network is that it allows a flexible
multiple access method for asynchronous traffic with a graceful degradation at high
interference. Furthermore, variable requirements on bit error rates (BER) can be

satisfied by suitable choices of codes. An additional advantage is that some processing



can be moved into the optical domain, which is important since certain operations can
be implemented with very low complexity using optical components. Because there
are no standards or commercial implementations available for optical CDMA
networks, the question of the best implementation method is still open. Furthermore, it
is not clear whether CDMA s a suitable solution for optical networks. According to
studies by Stok and Sargent, CDMA can offer a higher capacity than wavelength
division multiple access (WDMA\) for local area networks if noise is neglected [2].
Furthermore, CDMA can be efficiently used in conjunction with WDMA on
multimedia communication networks where multiple services with different traffic
requirements are to be integrated. However, when shot noise and thermal noise are
taken into consideration, CDMA is much more sensitive to the signal to noise ratio
than WDMA [3]. Therefore, it is not clear that the comparison will hold when also

other noise types are taken into account.

One of the motivating factors for the work in this thesis was the small amount
of research concerning the network or link layer of optical CDMA communication
systems [4]-[8]. In this thesis focus will be mainly on protocols and solutions for

LANSs, but many of the principles can also be used for access networks.

1.2 Contributions of the Thesis

As current network technologies evolve to an all optical largely passive
infrastructure, design and implementation problems take on new significance and
raise a number of challenging issues that require novel solutions. In [7], Shalaby has
proposed an optical random access CDMA protocol called round robin
receiver/transmitter (R>T) protocol. This protocol is based on a go back-n automatic
repeat request (ARQ) and is suitable for only low population networks. In his
analysis, Shalaby assumed that each node is equipped with a single buffer to store
only a single message (the message that is being served); thus any arrival to a
nonempty buffer was discarded. This of course gives rise to a blocking probability
which was not studied and thus limits the system throughput. Also focus was oriented
towards only multiple access interference (MAI), the effect of receiver’s noise and

other impairments were neglected.

This thesis makes the following contributions, focusing on the design and analysis of



MAC and link layer protocols for optical CDMA networks. The main contributions of

the thesis work can be summarized as follows:

1- Studying the impact of the receiver’s thermal noise on the performance of the
R®T protocol. Also the effect of light dispersion on limiting the user bit rate is
considered. Chip-level receivers are considered in the analysis because of their
high ability to overcome the effect of MAI.

2- Introducing a queuing subsystem to the R®T protocol, namely increasing the
number of available buffers. The steady state system throughput, the protocol
efficiency, and the timeout probability are derived, simulated and compared
with the previous results in [7]. Our results show that significant improvement
in the performance of the R®T protocol can be achieved by only adding a
single buffer to the system.

3- Developing a new optical random access CDMA protocol based on a stop &
wait ARQ. The performance of this protocol is evaluated in terms of the
system throughput, the blocking probability, the protocol efficiency, and the
average packet delay. Our results reveal that the proposed protocol

outperforms the RT protocol in large population networks.

1.3 Organization of the Thesis

Following the introduction in Chapter 1; which summarizes the motivation,
objectives, and achievements in this research, Chapter 2 presents an overview of the
physical layer of optical CDOMA communication systems. Different CDMA encoding
techniques and receiver structures are outlined. In Chapter 3, we give a quick review
for the different MAC protocols that were proposed in literature. The link layer of an
optical direct-detection CDMA packet network is then considered. Finally, we present
a mathematical analysis for several proposed random access protocols in [6] and [7].
Chapter 4 is concerned with the major sources of limitations in optical CDMA
systems. Both receiver noise and light dispersion in fibers are studied. Also the
performance of the R®T protocol in noisy environments and dispersive channels is
investigated. The performance of the R®T protocol with a queuing subsystem is
discussed in Chapter 5. A mathematical model based on the equilibrium point analysis

(EPA) is presented. In addition, the steady state system throughput, the protocol



efficiency, and the timeout probability are derived and evaluated under several
network parameters and compared with the results in [7]. In Chapter 6, we propose a
new optical random access CDMA protocol which is based on a stop & wait ARQ in
order to reduce the complexity of the previously proposed protocols. The performance
of this protocol is evaluated for different receiver structures and under different
network parameters. Furthermore, the effect of the receiver thermal noise is analyzed.
Finally, Chapter 7 presents the conclusions of this thesis and suggests directions for a
further research in this area.
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CHAPTER 2

RESEARCH AND DEVELOPMENT IN
OPTICAL CDMA COMMUNICATION SYSTEMS

2.1 Introduction

Over the last one to two decades, there has been a lot of interest and research
in optical CDMA systems. More than 250 papers have been written in this area since
1985 [12]. A vast number of different schemes using time domain or frequency
domain encoding approaches have been proposed [13]-[17]. Coherent and non-
coherent manipulations of optical signals have been used in different proposals and
various codes have been devised for optical CDMA systems. In this chapter, we try to

give a general review of the previous work done in this field.

Also we consider different receiver structures proposed for fiber-optic CDOMA
systems [18], [19] and discuss their major strengths and drawbacks. The receiver
structures introduced and studied here are those structures with minimum electronic
processing. The main electronic functions used in these structures are integration and
comparison with a threshold value. These are the simplest electronic functions that
can be implemented with relatively high speeds. Other receiver structures can be
introduced which massively benefit from electronic signal processing. Such receivers
can employ for example pattern recognition or multi-user detection techniques to
improve the performance of the systems. However, the intensive electronic processing
required is not desirable for high-speed optical CDMA signal processing due to its

complexity.

2.2 Basic Optical CDMA Communication Systems

2.2.1 System Architecture

A typical fiber-optic CDMA communication system is best represented by an

information data source followed by a laser when the information is in electrical



signal form, and an optical encoder that maps each bit of the output information into a
very high rate optical sequence, which is then coupled into the single-mode fiber
channel. At the receiver end, the optical pulse sequence would be compared to a
stored replica of itself (correlation process) and to a threshold level at the comparator
for the data recovery. In fiber-optic CDMA there are N such transmitter and receiver
pairs (users). Figure 2.1 shows one such network in a star configuration. The set of the
different fiber-optic CDMA pulse sequences essentially becomes a set of address
codes or signature sequences for the network. One of the primary goals of optical
CDMA is to extract data with the desired optical pulse sequence in the presence of all

other users’ optical pulse sequences.
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Data Sink 2

Ogtical
Channel

Data Saurce N Data Sink N

Optical COMA Optical COMA
Encoder Decoder

Fig. 2.1. Optical CDMA network configuration.

2.2.2 Optical Orthogonal Codes (OOCs)

Central to any successful code division multiple-access scheme, whether
electrical or optical, is the choice of the high rate sequences; namely, the signature
sequences, on which the information data bits of different users is mapped. In CDMA,
many asynchronous users occupy the same channel simultaneously. A desired user’s
receiver must be able to extract its signature sequence in the presence of other user’s
signature sequences. Therefore, a set of signature sequences that are distinguishable
from time shifted versions of themselves and for which any two such signature
sequences are easily distinguishable from each other is needed. The design of
sequences with these properties for communication systems, such as spread-spectrum

CDMA, ranging systems, radar systems, etc., has been a topic of interest to many



communications scientists and mathematicians in the last two decades [20]. These
traditional codes cannot be used in optical CDMA systems. A new family of unipolar
codes named Optical Orthogonal Codes (OOCs) has been proposed for optical CODMA
systems by J. A. Salehi [9].

An optical orthogonal code is a family of (0,1) sequences with good auto- and
cross-correlation properties, i.e., the autocorrelation of each sequence exhibits the
'thumbtack’ shape and the cross-correlation between any two sequences remains low
throughout. A family of OCC's is denoted by ¢ (L,w,4,,4.) where L is the code
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length, w is the code weight, A, and A, are the auto-correlation and cross-correlation
constraints, respectively. Thus, for any two sequences X,y € ¢ (L,w, A,,4.) we have:

e The auto-correlation function

R —Hx . =w if I=0 ”1
xx_n:O n n+l Sﬂ,a |f |¢0 ()
e The cross-correlation function
L-1
Ry =2 % Ya <A, . (2.2)
n=0

For any OOC family, the number of codes cannot exceed a certain value (which is

called the cardinality |C|) depending on the code length, code weight and the

maximum auto- and cross-correlation values. Traditionally,

L-1
A=A =1 = Cl= , 2.3

i Lw(w—l)J @)
where \_xj denotes the largest integer not greater than x. This constraint on the code

correlations guarantees minimal interference between the users at the expense of
limiting the maximum number of codewords (subscribers). To increase the possible

number of subscribers, we can relax a bit the constraint on the code correlations.

2.3 Optical CDMA Encoding - Decoding Techniques

2.3.1 Time Domain Encoding Using Optical Delay Line Loops

The first optical CDMA proposals were found in Hui [13] and in Prucnal [14],

and [15]. It was intended as a multiple access protocol in a local area network (LAN).



Intensity modulation and direct detection (IM-DD) has been established as the most
suitable signal modulation and detection scheme in optical communication systems. In
order to preserve the simplicity of IM-DD, optical CDMA systems are designed very
differently from their radio versions. In direct detection optical CDMA system, a
spreading code or a signature sequence is used to spread the data signal. Each user in

the system has its own sequence, and all signature sequences should be orthogonal.

The earliest optical CDMA proposals made use of optical delay line networks
(Fig. 2.2) to encode a high-peak ultra-fast optical pulse into w low intensity pulses
placed at the mark positions of the user's signature code. A similar delay line decoder
network is used at the receiver to reconstruct the high-peak narrow pulse using

conjugate delay lines. The decoding operation is an intensity correlation process.
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Fig. 2.2. Time domain optical CDMA encoding of high peak intensity ultra-short pulses using delay

line loops: (a) Encoder, (b) Decoder.

Because of the effect of multiple access interference (MALI), the bit error rate (BER) is
usually quite high and the number of allowable active users is very limited, [9]-[11],
and [21]. The delay line encoder and decoder used are also very energy inefficient

because of the splitting process. It is known that a splitting loss of 10logw dB is

incurred when w branches are combined.

2.3.2 Spectral Intensity Encoding CDMA Systems

Zacarrin and Kavehrad first described this approach [16]. It is similar to the



coherent phase encoded system in the sense that the frequency components from a
broadband optical source are resolved first. Each code channel then uses a spectral
amplitude encoder to selectively block or transmit certain frequency components (as

shown in Fig. 2.3).

A balanced receiver with two photodetectors is used as a part of the receiver.
The receiver filters the incoming signal with the same spectral amplitude filter (called
the direct filter) used at the transmitter as well as its complementary filter. The outputs
from the filters are detected by the two photodetectors connected in a balanced
fashion. For an unmatched transmitter, half of the transmitted spectral components
will match the direct filter and the other half will match the complementary filter.
Since the output of the balanced receiver represents the difference between the two
photodetector outputs, unmatched channels will be cancelled, while the matched
channel is demodulated. Since there is a subtraction between the two photodetectors,
it is possible to design codes so that full orthogonality can be achieved with the non-
coherent spectral intensity encoding approach. In principle, orthogonality eliminates

the crosstalk from other users.
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Fig. 2.3. Spectral intensity encoded optical CDMA system: (a) Encoder, (b) Decoder.
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Bipolar signaling can also be obtained by sending complementary spectrally
encoded signals [22]. There is a 3-dB power advantage for bipolar signaled systems.
However, the performance of this type of systems is spoiled by the intensity
fluctuations arising from the beating between optical waves at the same wavelength,

but coming from different users, which we call speckle noise.

2.3.3 Optical Fast Frequency Hop CDMA (FFH-CDMA)

In frequency hop systems, the input signal is encoded in both time and
frequency domains. This goal can be achieved using a series of Fiber Bragg Gratings
(FBGs) arranged according to the signature code (hop pattern). The spacing between
any two FBGs is adjusted such that the two way propagation time is equivalent to one
chip duration. Figure 2.4 illustrates the operation of the basic FFH-CDMA system.
The tuning of each FBG at the transmitter will determine the code used. At the
receiver, this order is reversed to achieve the decoding function, i.e., matched
filtering. The FFH-CDMA requires two dimensional codes that represent the hopping

sequence between wavelengths in successive time chips, [23] and [24].
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Fig. 2.4. Optical FFH-CDMA system: (a) Encoder, (b) Decoder.
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2.3.4 Important Design Issues in Optical CDMA

As pointed out before, in order to achieve efficient spectral usage and to obtain
the good performance that the telecommunications community is striving for, it is
important to have systems with full orthogonality so that co-channel crosstalk can be
minimized. To achieve full orthogonality, while preserving the simplicity of intensity
detection, is not straightforward. This forms the main challenge in this research. All
optical CDMA networks are generally broadcast and select systems. In a broadcast
and select network, the receiver receives the signals from all the transmitters. Ideally,
all the unmatched channel signals are cancelled due to orthogonal encoding.
Nevertheless, a receiver detects the optical energy from the unmatched transmitters. In
spite of signal orthogonality, shot noise does not subtract but is always additive, and is
increasing with the total detected signal intensity. Therefore, detecting the signals
from all users gives rise to cumulative shot noise, which amounts to cross-talk and
interference. Other important issues in the design of optical CDMA systems are the
thermal noise and light dispersion in fibers, which will be studied in Chapter 4. Our
first contribution in this dissertation is to take the effect of the thermal noise and light

dispersion on an optical random access CDMA protocol for LANS.

2.4 Various Optical CDMA Receivers

In this section, we will consider different receiver structures proposed for
fiber-optic CDMA and discuss their major strengths and drawbacks. The receiver
structures introduced and studied here are those structures with minimum electronic
processing. The main electronic functions used in these structures are integration and
comparison against a threshold value. These are the simplest electronic functions that
can be implemented with relatively high speeds. Other receiver structures can be
introduced which massively benefit from electronic signal processing. Such receivers
can employ for example pattern recognition or multi-user detection techniques to
improve performance of the systems. However, the intensive electronic processing
required is not desirable for high-speed optical CDMA signal processing due to its

complexity.
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2.4.1 Correlation Receivers

The optical CDMA correlation receiver was first introduced by Salehi [10].
Simply, this receiver acts as an optical matched filter that collects the spreaded optical

power from mark positions and compares it to a certain threshold.
2.4.1.1 Passive Correlation Receivers

In this receiver, the received signal will be compared against the transmitter
signature sequence, Fig. 2.5. The whole receiver performs as a matched filter to the
input signal. Incoming signal will be divided into w equal parts each undergoing a
time delay complement to one of the delay elements of the CDMA encoder, to form a
filter inversely matched to the transmitted signature sequence. The output of these
delay lines will be combined and after photodetection and integration, the output
voltage will be sampled at the end of each bit interval. If the transmitted bit is '1', an
optical pulse will appear at the sampling chip-time with a power that is w times the

power of each incoming chip pulse.

Recalved
Signal

i Output
T Data
P——{20)=
— ]r:

Fig. 2.5. Passive correlator structure.
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Detector

Passive Optical
Tappad Delay Line

Noise ¢

The major strength of this design is its passive optical correlator. However,
this receiver needs a very high-speed electronic circuitry which should operate at a
chip-rate speed and thus limits this structure, and other similar structures using
passive correlator, only to relatively low-speed applications. Another drawback of this
system is the strong power loss in optical splitters. The original pulse will split to w
parts at the encoder and then each pulse will be divided to N parts at the star coupler

and again to w parts at the optical decoder. Therefore, the energy of the original

transmitter encoded laser pulse, will be divided to N.w? and forms the energy of each

chip pulse at the receiver.

Hence, the transmitter should produce strong enough pulses so that the

decision variable has enough energy for reliable decision. The sampled value, which

12



is the output voltage of an integrator, will be compared against a threshold level &

and an estimation of the transmitted bit will be given.
2.4.1.2 Active Correlation Receivers

This receiver performs the same operation as the passive correlation receiver,
but an active multiplier that can be implemented for example using an acousto-optic
modulator will perform code multiplication, Fig. 2.6. Therefore, the integration time
after the photodetector should be extended to T (bit duration) seconds and this
receiver has a lower speed electronic design comparing with passive correlation
receiver, but it uses a more complicated optical technology. Although longer
integration times makes the electronic circuits more feasible, it increases the

contribution of collected noise in decision variable.

Received

Signal h(‘i“\\ N

Photo-
Detactor

Stored Replica
of Code

Fig. 2.6. Active correlator structure.

Using an active multiplier, only pulses at mark positions will enter the receiver
and therefore the integration should be performed over the entire bit duration.
Therefore, this receiver needs electronic circuitry in bit-rate speed, not chip-rate
speed, which is more feasible than electronic circuit in passive correlation structure.
This structure is also more efficient regarding required power and does not split the
received power as in passive correlator. However, the receiver needs an optical

multiplier which itself has speed limitations and is a costly device.

2.4.1.3 Correlation Receivers with Optical Hard-Limiters

This structure removes many interference patterns using an optical hard-
limiter placed before the correlation receiver [11]. The characteristics of an optical
hard-limiter are represented in Fig. 2.7, where we have plotted the relation between

output power and input power P, and P,

out in?

respectively.
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Fig 2.7. Optical hard-limiters’ characteristics: (a) An ideal optical hard-limiter, (b) A practical optical
hard-limiter.

The transfer function of an ideal optical hard-limiter can be written as [18]:

(X) = u if x>V ”
9% otherwise’ (2.4)

where x denotes the input power, g(x) is the output power, v' is the threshold level

of the optical hard-limiter and u is a constant. The function of an optical hard-limiter
at the input of the correlator is to limit the energy of input pulses to the equivalent of
one pulse. Therefore, if a transmitted bit is '0" and there are several interfering pulses
at a specified mark position, the optical hard-limiter, limits the incoming optical
energy to the energy of just one pulse. Therefore, the number of input pulses to the
correlator is limited to one pulse at each chip time position, thus considerably reduces
the possibility of detecting '1' when '0' has been transmitted. For example, if w=4
and a transmitted bit is '0', assuming that the number of received pulses at four
positions are (3, 2, 0, 0). A correlation receiver adds these numbers, compares the
result with the code weight, and erroneously decides that data bit '1' is transmitted.
However, a hard-limiter converts the interference pattern to (1, 1, 0, 0) allowing the

correlator a sufficient margin to make a correct decision about the transmitted bit.

To enhance the performance of the correlation receiver with single hard-
limiter, Ohtsuki [25] proposed an optical CDMA correlation receiver with double
optical hard-limiters. Double optical hard-limiter structure removes many interference
patterns, which will pass through a simple optical hard-limiter. The first hard limiter
clips the energy of incoming pulses, but the second hard-limiter removes the stray
pulses produced by passive optical correlator (delay lines) not contributing to the

decision criteria.
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Fig.2.8. (a) Optical correlation receiver with hard-limiter, (b) Optical correlation receiver with double

hard-limiters.

Both types of correlation receivers with hard-limiters are shown in Fig. 2.8.
Correlation receivers with hard-limiters may be implemented either in a passive or an

active structure.

2.4.2 Chip-Level Receivers

In [26], Shalaby proposed a new optical CDMA receiver, called the chip-level
receiver. Both On-Off Keying (OOK) and pulse-position modulation (PPM) schemes,
that utilize this receiver, were investigated. The key difference between chip-level and
other receivers is that the chip-level receiver decision rule depends on the photon
counts in each mark position, i.e., to decide data bit '1' the photon count in each mark
position should exceed a certain threshold. Results demonstrated that significant
improvement in the performance is gained when using the chip-level receiver in place
of the correlation one. Nevertheless, the complexity of this receiver is independent of
the number of users, and therefore, it is much more practical than the optimum

receiver.

2.4.2.1 High-Speed Chip-Level Receivers

In this receiver, Fig. 2.9a, decision is based on w partial decision random
variables. Signal will be sampled at each chip pulse interval and a '1' bit will be
detected when at least one pulse is present at all chip pulse positions and a single
missed chip pulse at the designated code pulse position is sufficient to detect ‘0" bit. It

can be shown that if no noise is present, a hard-limiter receiver performs as well as a
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chip-level detector. This receiver requires a fast electronic design, since the receiver
needs to integrate w times the incoming signal on T, intervals during a bit time. It
has been shown that if only Poisson shot-noise is considered, the performance of this

receiver rapidly approaches the performance of the ideal double hard-limiter receiver
[26].
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Fig. 2.9. (a) High-speed chip-level receiver, (b) All optical chip-level receiver.

2.4.2.2 All Optical Chip-Level Receivers

To make full use of the vast bandwidth available to the optical network, an
equivalent all optical chip-level receiver that requires a lower speed electronic design
(shown in Fig. 2.9b) was also presented by Shalaby, [26]. The received optical signal
is sampled optically at the correct mark chips. Each sampled signal is then

photodetected and integrated over the entire bit duration (T =LT,) and is further

sampled electronically by the end of the bit duration. If each sampled signal is not less

than 6, a data bit '1' is declared to be transmitted. Otherwise a ‘0" is declared.
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2.4.3 Comparison of Various Optical CDMA Receivers

Many researches were performed in order to compare the performance of
various optical CDMA receivers. In this subsection, we focus on both the chip-level
receivers and the correlation receivers with double optical hard-limiter. Zahedi and
Salehi presented a comparison depending on the bit error probability [19], whereas
Shalaby, in [18] has extended this comparison and considered the effect of the

receiver complexity and the throughput capacity.

A comparison of the different receiver designs and their relative strengths and
weaknesses is summarized in Table 2.1.

Table 2.1. Comparison of various optical CDMA receiver structures.

Receiver Desi Integration | Electronic Receiver Notes on Overall Usability and
eceiver Design
J Time Bandwidth | Complexity | relative strength/weakness
(1) Passive T Large Low Low-speed applications, inefficient
Correlation ¢ power consumption, inexpensive.

2) Active High-speed applications, relativel
@ ) T Low Moderate J p -pp y
Correlation expensive design.

Optical Hard- Low-speed applications, depends on
-p- T, Large Moderate p “pp ) -p
limiter + (1) the availability of Hard-limiter.

Optical Hard- High-speed applications, depends on
'p ] T Low Moderate J p “pp ] 'p
limiter + (2) the availability of Hard-limiter.

Double Hard- Low-speed applications, Excellent
o T, Large Moderate o .
limiter + (1) performance, relatively inexpensive.

Double Hard- >T ,<T Medium High Medium to high-speed applications,
limiter + (2) inefficient power consumption.

High Speed Low-speed applications, efficient
_ T, Large Low ]

Chip-level power consumption.

All-optical > <
) P 2T,,<T Medium High Unusable.

Chip-level

Now, we compare the performance in terms of the bit error probability and we
present some results obtained by Shalaby [18]. It is important to mention that chip-
level receivers are much simpler and their performances are competitive with that of
traditional correlation receivers with double optical hard-limiters. Further, the
throughput capacity of chip-level systems can be increased by almost a factor of 3.4

when increasing the code-correlation constraint from one to two [18].
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The error probabilities for both receivers are plotted in Fig. 2.10, versus the
average received photons per bit, for different system parameters. An optimum
threshold has been used for the double-hard-limiters correlation receiver, whereas a
suboptimum threshold has been used for the chip-level receiver. It is noticed that
although the performance of the double-hard-limiter correlator is slightly better, it is
expected to be worse than that of the chip-level receiver in practice, since the
properties of the ideal sharp hard-limiter are impossible to practically realize. The
error probabilities for the optimum receiver, and correlation receivers without hard-
limiters and with a single hard-limiter, are also plotted in the same figure for

convenience.
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Fig. 2.10. Bit error probabilities for OOK-CDMA receivers, under a Poisson shot-noise-limited

assumption, versus average photons/bit.

2.5 Performance of Optical CDMA Receivers

In this section, we will evaluate the performance of optical CDMA receivers in
terms of packet success probability. For convenience and sake of comparison, we will

evaluate the packet success probability for both chip-level receivers and correlation
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receivers without optical hard-limiters. In this analysis, shot noise and thermal noise
are taken to be of negligible power compared to the signal; we focus our attention on
the influence of MAI. The effect of shot and thermal noise may be added in cases in
which physical noise sources are expected to be of interest [27]. Optical beat noise
among adjacent channels is also neglected. Optical orthogonal codes are used as the

users' signature codes, with a correlation constraint of 4, = A, =1. That is, users of

different codes interfere with each other by one chip at most. On the other hand, users
of same code interfere with each other by 0, 1, or w chips. We consider the chip

synchronous case which gives an upper bound of bit error probability [10].

2.5.1 Correlation Receivers without Hard-Limiter

Assuming that there are r'e{l1,2,---,N} active users in the network at a given
time slot, we define k €{0,1,2,---r'-1}, such that k = Zki ,and me{01,---r'-1—k}
i=1

as the number of users that interfere with the desired user at exactly 1 chip and w

chips, respectively; k; denotes the number of users that interfere with the desired user
at weighted chip i, i e{l, 2, ..., w}.

Let p, and p, denote the probability of 1 and w chip-interferences,
respectively, between two users, then [6]:

I S O Y B
" IC] L |ww-1)

(2.5)

Assuming equally-likely binary data bits (Pr{0} = Pr{1} =1/2), the conditional bit-
correct probability B, (m,k) is calculated as follows. The correlation receiver decides

a data bit '1' was transmitted if the total received pulses Z from all weighted chips is

greater than or equal to a threshold @ = w. A data bit '0" is decided otherwise:

R.. (m,k) = Pr{a bit success | m, k}

= % Pr{a bit success | m,k,1 was sent}

+ % Pr{a bit success | m,k,0 was sent}
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= %Pr{z >w|m,k,1was sent}+%Pr{Z <w|m,Kk,0 was sent}

= %Jr % Pr{all m users send Os and Z < w| m, k,0 was sent} (2.6)

1 1 1 1%k
= — + —_—— ¢ — .
2 22" 2¢ ;[Ij
Considering a packet of length K bits, the conditional packet success probability for

the correlation receiver is thus

K w1k K
PS(r'|m1k):[Pbc(m1k)] :|:%+%2im2—kZ(lJ:| . (27)

Since the interference can be modeled as a random variable having a multinomial
distribution [18], the packet success probability given r' active users is
r'-1r'-1-k (rl_l)! v
P (r') = . "ld-p, -
()= 2 am—om i " Pe Py

k=0 m=0
K
1.1 1 1%k
. _+_._._
{2 2 2" Zk;(iﬂ

2.5.2 Chip-Level Receivers

)r'—l—m—k

(2.8)

This case differs from that of the correlation receiver in the bit decision rule
[26]. In our analysis, we select =1 as a suboptimum threshold. Of course the
obtained results form an upper bound (with respect to the bit error probability) of
optimum chip-level receiver "with optimum 6". Let Y,, ie y, y€{l,2,...,w} be
the photon count collected from marked chip i. Since we have r' active users, there
are r'-1 interfering users to the desired one. Out of these users, let m users interfere

with the desired user at w chips and k users interfere with it at exactly 1 chip.

Further, let k=(k,,k,,...,k,) be the interfering vector having a multinomial

oy Ry

distribution. We evaluate the bit-correct probability as follows.
P,.(m,k) = Pr{a bit success | m, k}

— % Pr{a bit success | m, k,1 was sent}

+ % Pr{a bit success | m, k,0 was sent}
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=%Pr{Yi >1Vie y|m,k.1was sent}

+ % Pr{Y, = 0,s0mei € y | m,k,0 was sent}

1 1 ) _ (2.9)
=3 + 5 Pr{all m users send Os and Y, = 0,somei € y | m,k,0 was sent}

1 1 1 wa 1
=3 52—(2 DIMIE j

where we have used the inclusion-exclusion property to justify last equality. The

packet success probability given r' active users is thus expressed as follows

P (r') 3 r'-1 I’ik (rl—l)! . pk pm(l_ p _ p )r'—]_—m_k
s S imi(r-1-m—k)t Y o
» KL Ly |
kloky Kbk w (2.10)
k1+---+kW:k
1 1 w 1 w-1 w 1 .
| =+ —— N )
|:2 2m+l (; 2k| ;J - 2k +k; ( ) J:I

2.5.3 Simulation Results

The packet success probability has been evaluated for both correlation
receivers without hard-limiters and chip-level receivers for different network
parameters. Our results are plotted in Figs. 2.11-2.13. We have used OOCs having a
unity correlation constraint and a code weight w =23 in all figures. Table 2.2 shows

examples of these codes [9].

In Fig. 2.11, the packet success probability has been plotted against the
number of active users for different packet lengths, K {20, 500}bits. A code length

of L =31 was selected. A general trend for the curves can be noticed; as the number
of active users in the network increases, the effect of the MAI also increases and
hence the packet success probability decreases. It can also be seen that the
performance of chip-level receivers is not affected seriously when changing the
packet length, whereas for correlation receivers, for longer packets there will be
higher risks of errors. Finally, chip-level receivers perform better than correlation

receivers irrespective of the packet length.
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Table 2.2. Examples of optimal (L,3,1,1) optical orthogonal codes.

L Optimal (L,311) codes

7 {0, 1,3}

13 {0,1,4},{0,2, 7}

19 {0, 1, 5}, {0, 2, 8}, {0, 3, 10}

25  {0,1,6} {0, 2,9}, {0, 3,11}, {0, 4, 13}

31 {0, 1, 7}, {0, 2, 11}, {0, 3, 15}, {0, 4, 14}, {0, 5, 13}

37 {0, 1, 11}, {0, 2, 9}, {0, 3, 17}, {0, 4, 12}, {0, 5, 18}, {0, 6, 12}

43 {0, 1, 19}, {0, 2, 22}, {0, 3, 15}, {0, 4, 13}, {0, 5, 16}, {0, 6, 14}, {0, 7, 17}

10°
. [T
o |
> N
5 |
(U |
o)
o 1
& 10 k-1 S SR PR, N W ———
0 [~ Optical Orthogonal Codes: |-~~~ -~~~ """~~~ "~ """ """~
4 -lw=3L=31 AN NEH N
8 e-— o f e e === 4 - - === A |
=) | | |
©w - - -0~ I r-- - - -0 a7 T T T T T T T T T TN T T TN T
% - Correlator, K=20 [~~~ ~~~~ i N
E | Correlator,K=500 77777777737777777777( 777777777
- Chip-Level, K=20 | --_____ I L]
Chip-Level, K = 500 ; ;
10'2 ; ; ; ;
0 5 10 15 20 25

Active users, r'

Fig. 2.11. Packet success probability versus number of active users for different packet sizes.

We have plotted the packet success probability versus the number of active

users and the code length for both types of receivers in Figs. 2.12 and 2.13. A packet
length of K =127bitsis imposed in the simulation [7]. The results show that the
performance of both receivers is better for longer codes and for small population
networks. Also it can be inferred that the chip-level receivers can tolerate the effect of

MAI more than correlation receivers without hard-limiters.
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2.5.4 Conclusions

We have presented in this section the performance of various optical CDMA
receivers. We have considered the effect of MAI and derived the packet success
probability for both correlation receivers without optical hard-limiters and chip-level
receivers, and then we have compared the results. The following concluding remarks

can be extracted from the results:

1- Chip-level receivers are preferred over conventional correlation receivers.
They have better ability to overcome the effect of MAI, and thus can be used
in larger population networks.

2- The performance of both chip-level receivers and correlation receivers
decreases significantly as the number of active users in the network increases
and for short codes.

3- There emerges a high need to design a robust data link layer and MAC

protocols for optical CDMA networks that ensure a fair access to the network.
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CHAPTER 3

OPTICAL CDMA RANDOM ACCESS PROTOCOLS
FOR FUTURE LOCAL AREA NETWORKS

3.1 Introduction

Optical fibers have a huge transmission capacity. On the other hand optical
technology is still in its infancy, and conversions between electrical and optical
environment are relatively slow compared to the transmission capacity. Thus, in
optical networks the processing power, instead of bandwidth, is the limiting factor.
Therefore, the requirements for the media access control (MAC) protocol are different

in the optical network than in the traditional electronic network.

In this chapter, we start by giving a quick review for the different MAC
protocols that were proposed in literature [28]-[32]. The link layer of an optical direct-
detection CDMA packet network is then considered. We present the previous work
concerning optical CDMA networks and analyze several random access protocols. In
[6], Shalaby proposed two different protocols (Pro 1 and Pro 2), that need
pretransmission coordination. A variation of the second protocol, that does not need
pretransmission coordination, is also discussed. These protocols are concerned with
different techniques for assigning spreading codes to users. However, the effect of
multi-packet messages, connection establishment and corrupted packets haven’t been
taken into account. Recently, Shalaby [7] has developed a new protocol called round
robin receiver/transmitter (R*T) protocol that has solved some of the above problems.
The main issue in this chapter is concerned with the work in [7]; we will extend this
work and derive an expression for calculating the blocking probability (The
probability that an arrival is blocked).

3.2 Background and Basic Information

The MAC layer exists just above the physical layer in the Open Systems

Interconnection (OSI) model and the IEEE 802 reference model. It is designed to
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ensure orderly and fair access to a shared medium. It manages the division of access
capacity among the different stations on the network. A good MAC protocol should
be:

e Efficient: There should be high data throughput and packets should not
experience large transfer delays.

e Fair: Each station should have equal access to the medium.

e Simple: The implementation of the MAC protocol should not be so complex
that it requires powerful hardware or long processing times that impair
performance.

These conflicting requirements have been a challenge to MAC protocol designers ever
since the development of the ALOHA protocol in the 1960s. A large amount of
research has been performed in this area, which has led to many solutions,
implementations and standards. Despite this extensive research effort, there is still a
strong need for MAC research [29], and [30].

3.2.1 Traditional Random Access Protocols

The original single channel random access protocol is the ALOHA protocol,
where transmission is done with no regard to other nodes. If two messages from
different nodes overlap in time, both are corrupted. Systems in which multiple users
share a common channel in a way that can lead to conflicts are widely known as
contention systems. Several protocols are more or less pure improvements of the
ALOHA protocol, e.g., Slotted ALOHA, CSMA (Carrier-Sense Multiple-Access),
and CSMA/CD (CSMA with Collision Detection). Common to the random access
protocols is that they do not perform well at high traffic loads owing to the increased

probability of collision.

3.2.1.1 Pure ALOHA

This is the conventional form of access in networks. There is no explicit media
access protocol. The stations are transmitting their messages asynchronously without
any observation of the channel traffic. There will be collisions of course and faulty
packets must be retransmitted until error free reception. Retransmissions occur after

the stations wait a random amount of time to avoid repeated collisions.
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3.2.1.2 Slotted ALOHA

In slotted ALOHA, all nodes are synchronized and transmissions are allowed
to be started only at the beginning of a time slot. The vulnerable period will be
reduced from twice the packet length for the case of pure ALOHA to exactly the
packet length. In this way, the probability of collision is reduced and the throughput is

doubled at the expense of system complexity.

The relation between the throughput (normalized to the channel capacity) and
the offered traffic (transmission attempts per packet time) is shown in Fig. 3.1 for
both pure ALOHA systems and slotted ALOHA systems [33].

0.4

Pure ALOHA

0.35

0.3

0.25

0.2

0.15

Normalized throughput

0.1

0.05

Average offered traffic

Fig. 3.1. Normalized throughput versus offered traffic for ALOHA systems.

It can be inferred that the best we can hope for is a channel utilization of 18
percent for pure ALOHA systems and 37 percent for slotted ALOHA systems. This
result is not very encouraging, but with everyone transmitting at will, we could hardly

have expected a 100 percent success rate.
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3.2.1.3 CSMA and CSMA/CD

In both pure and slotted ALOHA, a node's decision to transmit is made
independently of the activity of the other nodes attached to the broadcast channel. In
particular, a node neither pays attention to whether another node happens to be
transmitting when it begins to transmit, nor stops transmitting if another node begins

to interfere with its transmission.

In CSMA, the transmission medium is sensed before transmission starts, if the
channel load is below a certain threshold the transmission starts with different
(persistent) strategies [32]. Otherwise, the transmitter waits until the load falls below
the threshold. If a collision occurs, the medium is busy for the whole duration of the
corrupted transmissions. This is avoided in the CSMA/CD protocol, where a collision
can be detected during transmission. If a collision is detected by two nodes, both
nodes stop and wait for a random time before trying again, beginning with the carrier-
sense mechanism. Many variations on CSMA and CSMA/CD have been proposed,
with the difference being primarily in the manner in which nodes perform back-off. It
is obvious that with this coordination, CSMA and CSMA/CD can achieve a much
better utilization than ALOHA systems.

3.2.2 The Need for MAC Protocols for Optical Networks

Because optical environment differs from traditional electronic environment,
the requirements for MAC protocols are also different. The main difference is that in
electronic networks the limiting factor is the bandwidth, while in optical networks
there is enough bandwidth and the processing power is the scarce source. Thus, in
optical environment the packets compete rather for processing time in the nodes than
for the transmission channels. The most important factors of the performance of the
MAC protocols in optical networks are:

e Throughput

e Delay

e Fairness

e Buffer requirements

e Number and cost of components needed
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3.3 Optical CDMA Protocols with and without Pretransmission

Coordination

In this section we discuss two different protocols for slotted optical CDMA
packet networks that were proposed by Shalaby [6]. These protocols, called Pro 1 and
Pro 2, need pretransmission coordination; and a control packet is sent by a transmitter
before launching its data. Of course in order to implement these protocols, we need
both transmitter and receiver be tunable. That is they should be able to tune their
signature codes to the one assigned in the control packet. Furthermore, we present a
variation of Pro 2 that does not need pretransmission coordination. Of course the
implementation of this variant protocol does not require any receiver tunability, and is
thus simpler. Since under normal situations the network users send their data in a
burst mode (peak traffic to mean traffic ratios of 1000:1 are common), we will allow
the total number of users to exceed the number of available codes. System
performance is measured in terms of the system throughput and the average packet

delay. Both correlation receivers and chip-level receivers are considered.

3.3.1 System Architecture

The hardware architecture of the network is shown in Fig. 3.2. There are N
users in the network. Users are connected to input and output ports of a central
passive star coupler. The star coupler is the main communication medium, and it is

basically a power divider which acts as a multi-access broadcast channel.

Optical Star Metwork
Q1. dys e

Fig. 3.2. Optical CDMA network architecture.
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A set of direct-sequence OOCs C ={a,,a,,4,,...,8}, with cardinality C|

and with auto- and cross-correlation constraints A, =4, =1 is used as the users'

signature sequences.

3.3.2 Optical CDMA Protocols' Description

In this subsection, we present a brief description for the different optical
CDMA random access protocols according to which codes are assigned to users. We

will only stress on the major differences between these protocols.

3.3.2.1 First Protocol: Pro 1

In this protocol, we assume that all codes are available in a pool. When a node
wants to transmit a packet, it is assigned a code at random. Used codes are removed
from the pool and cannot be used by other users. This assumption ensures minimal
interference between users. On the other hand, if the number of active users exceeds
the number of available codes, some users might be blocked temporary and they
should try to transmit their packets later. Of course this adds to the latency in the

network and limits the throughput significantly.

3.3.2.2 Second Protocol: Pro 2

The key difference between this protocol and Pro 1 is that once codes are
assigned to active users, they are not removed from the pool. That is, any active user
can always find a code to transmit its data. Of course more interference is possible in
this case since a code can be used more than once. In order to reduce the probability
of interference among different users, a code is randomly cyclic shifted around itself

once assigned. Thus, higher throughputs can be achieved with lower delays.

3.3.2.3 Variation of Pro 2

A variation of Pro 2 that avoids the receiver tunability, and hence does not

require any pretransmission coordination, can be achieved by distributing the codes to
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all receivers a priori. That is, when a user logs onto the network, it is given a code
randomly that might possibly be used by another user. Further, the codes are

randomly cyclic shifted around themselves for interference control purpose.

3.3.3 Optical CDMA Protocols' Performance

Users in the network can be classified as either thinking users or backlogged
users. Thinking users are the ones that are transmitting new packets with average

activity Ae€[0,1]. While, users in the backlog mode are waiting a random delay time

with average d > 0 time slots before retransmitting corrupted packets. Assuming that

at a given slot the number of backlogged users is n€{0,1,..., N}, the probabilities

of i €{0,1,..., n} backlogged users and j €{0,1,..., N —n} thinking users are

Pb.(i|n)=(?j@'(1—§jn_' and Rh(nn){Nj_”jA‘(l—A)““‘, (3.)

respectively. The offered traffic and system throughput are

G(n)=(N —n)A+§ a2
and
Z_f -n ((I 1) /\|C|)P5 ((I +1) /\|C|)Pbl (i | n)Pth(J | n); for Prol
py=4 3 : (3.3)
(i+ J)Ps i+ )Ry (i )R, ([ ); for Pro 2

j=

o

i=0
respectively [6], where x A y denotes the minimum of the two numbers x and y. At
a given time slot and for r' active users, the packet success probability Pg(r') for

both correlation receivers and chip-level receivers are given by equations (2.8) and

(2.10), respectively.
3.3.3.1 The Effect of MAI

Since we are using OOCs with correlation constraints equal 1, users of
different codes (Pro 1 and Pro 2) interfere with each other by one chip at most. On the

other hand, users of same code (Pro 2) interfere with each other by 0, 1, or w chips.

Assuming chip-synchronous interference model among users, the probabilities P, and
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P, of one chip and w chips interferences, respectively, can be expressed as follows

[6]:

WZ

—_ for Prol
h= V\I/_2 ICl-1 w(w-1) 1
— + = for Pro 2
L [C] L [C] (3.4)
0; for Prol
and Py = ii forPro2 -
L [C|

3.3.3.2 Performance Metrics

To obtain the steady state system throughput and the average packet delay, the
above system can be described by a discrete Markov chain composed of N +1 states

depending on the number of backlogged users n €{0,1,...,N}. The transition between

any two states occurs on a slot-by-slot basis. The transition probabilities between any

two states and the stationary probabilities 7z, for both systems with Pro 1 and Pro 2
can be obtained as in [6]. Finally, the steady state system throughput £, and the

average packet delay D can be computed from the following relations.

,BzZN:ﬂ(n)zrn, and D=1+%Z””n- (3.5)

3.3.4 Results and Conclusions

We present some results for the steady state system throughput and the
average packet delay for both protocols in Figs. 3.3 and 3.4. OOCs with code length
L =31 and code weight w =3 are used. A packet size of K =127 bits is imposed in
both figures. The number of users in the network is N =30. The same thinking and
backlog activities (1/d = A) are used in Fig. 3.3, while in Fig. 3.4 the backlogged
delay is maintained constant (d = 2). The following conclusions can be noticed:

1- When using the first protocol (Pro 1) the maximum achievable throughput
cannot exceed the number of available codes, while for the second protocol

(Pro 2) the throughput can reach higher values.
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Fig. 3.3. Throughput versus average activity for different protocols.
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Fig. 3.4. Throughput and delay versus average activity for different protocols.
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2- The performance of Pro 1 is almost the same for both types of receivers,
whereas the performance of Pro 2 is better if chip-level receivers are used
because of their higher ability to overcome the effect of MAL.

3- The average packet delays of Pro 2 significantly outperform that of Pro 1,
because for the former active users can always find a CDMA code to transmit
their data.

4- For a fixed backlogged delay d, the throughput of the second protocol (Pro 2)
will saturate after it reaches its peak and it won't decay that fast, Fig. 3.4.

5- It seems that Pro 1 is the choice for correlation receivers, while Pro 2 with

constant backlogged delay is the choice for chip level receivers.

3.4 Round Robin Receiver/Transmitter (R*T) Protocol

The two aforementioned protocols have focused upon the problem of
assigning codes for different users [6]. In the analysis of these protocols, we have
over-simplified the system in order to get some insight on the problem. However,
some important problems have not been considered, such as:

e How the system deals with multi-packet messages.

e How the transmitter respond to an arrived message.

e How the receiver responds to a request for connection.

e How the system deals with lost packets and erroneous packets.

e How the propagation delay affects the network performance.

In [7], Shalaby has developed a new protocol called round robin receiver/transmitter
R®T protocol which has solved some of the above problems. In his analysis, focus was
oriented towards the MAI only, where the effect of both receiver's shot and thermal
noises was neglected. The performance of this protocol was measured in terms of the

steady state system throughput, the average packet delay and the protocol efficiency.

In this section, we present briefly the basic concept of the R*T protocol as well
as the main results obtained by Shalaby. We will also extend this work by adding the
blocking probability (The probability that an arrival is blocked) as a new metric for

the performance of the R*T protocol.
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3.4.1 Network and System Design

3.4.1.1 Physical Layer Implementation

Concerning the network topology at the physical level, we have a passive
optical star network connecting N users (Fig. 3.2). Each node is equipped with a
fixed on-off keying CDMA (OOK-CDMA) encoder and a tunable CDMA decoder. A

set of OOCs having a unity correlation constraint and with a cardinality |C| is used for

the spreading operation and serves as the user's addresses. Because of its superiority

over the correlation model, chip-level receivers are selected at the physical layer.
3.4.1.2 Optical Link Layer

The R®T protocol is based on a go-back nautomatic repeat request (ARQ), that
is when a packet gets corrupted, the transmitter retransmits it and all sub-sequent
packets. Many assumptions were imposed in the R®T protocol stack [7]:

e Time is slotted with a slot size T ; a packet must fit in a time slot.

A message is composed of ¢ packets each having K bits.

e Messages arrive to a station with a probability A, also called user activity.

e Each node has a single buffer to store only the message being served, any
arrival to a non empty buffer is disregarded (No queuing system available).

e Connection requests and acknowledgements are exchanged between stations
in order to establish a connection.

e A two-way propagation time which is assumed to be equal to t time slots and
a timeout duration of z time slots, such that 7 <t.

e With the aid of a cyclic redundancy check (CRC) codes, a receiver can

determine erroneous packets and can ask for retransmission.

3.4.2 Mathematical Model and Theoretical Analysis

Because of the complexity of the model and the prohibitively large number of
states in the R®T protocol, the equilibrium point analysis (EPA) technique will be used

in our analysis for simplification. In this technique, the system is always assumed to
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be operating at an equilibrium point [7]. That is, at any time slot, the average number

of users entering any state must be equal to that departing from the state.
3.4.2.1 State Diagram and Protocol Description
The detailed state diagram of the R*T protocol is shown in Fig. 3.5. Each state

is labeled by its number of users. The different modes of operation and states are
briefly described in Table 3.1.

f%&»u oA
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State W, State Tuwes State Ry,

Fig. 3.5. Complete state diagram of the R*T optical CDMA protocol.
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A user in the initial state scans across the codes in a round robin method, when
a connection request is found, an event which happens with a probability o, the user
proceeds to send an acknowledgement and enters the reception mode. When all
packets are received successfully, event happening with a probability P,, the user
returns to the initial state again. The station moves to the requesting mode from the
initial state if no requests are found and if there is a message arrival, event that
happens with a probability A. After asking for a connection request, the station enters
a waiting mode till it receives an acknowledgement, event which occurs with a

probability y, if timed-out (after z time slots), the station returns to the initial state,

otherwise it enters the transmission mode.

Table 3.1. Notations and description for states in the R®T protocol state diagram.

Mode of Operation  State Notation  State Description

Idle Mode m Initial state.
r Transmission states.
Transmission e Retransmission states.
Mode W' Waiting after transmission states.
W ¢ Waiting after retransmission states.

Reception S Reception states.

Mode A Waiting after reception states.

Acknowledgement a Acknowledgement states.

Mode
Requesting q Requesting states.

Mode w e Waiting after request states.

After transmission is done, the station goes to the waiting mode to collect the
acknowledgements for the last t —1 packets sent, and then returns to the initial state
again. The station remains in the initial state if there is no message arrival and if no

connection requests are found.
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3.4.2.2 Performance Evaluation

We start our analysis by assuming that ¢ >t, where t >z >1. It is evident that
the number of users transmitting the packet i must be equal to that receiving the same

packet. Considering only the first packet, we can directly write r, =s,. By writing the
flow equations into states s;, i €{l, 2, ..., £} in the reception mode we get:
S, =S,=...=S,=1I. (3.6)

The probability that a request is found by a scanning user is equal to the probability

that another user is in the requesting states [7]:

=—Zq. =—AP r (37)

N
The steady-state system throughput S(N, A,t,z,¢) is defined as the average

number of successfully received packets per slot:
!

BN AL, 0)=>"s Py =P (r')r, (3.8)
i=1

where we have used equation (3.6) to carry out the summation. Here, r' denotes the

number of active users in a given slot and is expressed as follows:
0 /-t i+t-1 4 /
t
DTS IS M IS (3.9)
i=1 i=1 j=i+l i=1 j=l-t+i+l
By writing down the flow equations of the transmission states and retransmission
states in the transmission mode and carrying out summations which involve

mathematical series we obtain [7]:

r'=[¢+@-P,(r)t-1)¢-t/2)]r,. (3.10)
Substituting back in equation (3.8), the throughput can be rewritten as follows:
Ps(r')e-r
BN, ALz, - © (311)

0+ @-Py(r)-(t-1)-(¢-t/2)

Here, r' is determined so as the number of users in all states is equal to N :

/—t i+t-1 i -1 t-1 i-1

N = m+2r+22e +Z Do Y W+ w;!

i=1 j=i+l i=1 j=/-t+i+l i=1 i=1l j=1

(3.12)

+isI +Z:JZ_;WS' +Za +ZqI +IZWq

The blocking probability is defined as the probability of an arrival being

blocked. In this case, it is equal to the probability that the station is not in the initial
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state m and there is a message arrival A or the station is in the initial state m but
there is a request for connection o and at the same time there is a message arrival A.
Thus, we can write:

P =%aA+(l—%)A= A[l—(l—a)%] (3.13)
Next, we write the flow equations for states in the acknowledgement mode and
requesting states in the requesting mode, respectively:

s, =a, +(1-P,)s, = a =P =Pr

a,=a,==a=cm=Pr, (3.14)
and,

0 =0, =+ =0, = All—o)m. (3.15)
Thus,

o
Substituting back in equation (3.13) and using equation (3.7) we get
o
P, =All-—|.
’ [ AJ (3.16)

Solving equation (3.7) to get o and then using equation (3.8), the blocking
probability can be evaluated as:

1 ([, N
PB=A[1—2—W( B +4Eﬂ—ﬂﬂ- (3.17)

We finally define two more performance measures that are variants of the
steady state throughput and the blocking probability:
e Protocol efficiency: It is defined as the ratio between the number of
successfully received packets and the number of packets available for
transmission.

g PN ALT).

3.18
: (3.18)
e Average delay: For an average offered traffic G = NA~(1—PB) and using

Little's theorem, the average packet delay D is given by

_ NA-(1-P,)
D_—ﬂ(N,A,t,r,f) slots. (3.19)

Note that in his analysis, Shalaby assumed that the blocking probability is
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equal to zero in equation (3.19). He also defined the protocol efficiency as the fraction
of successfully received packets (the ratio between the number of successfully
received packets and the maximum number of packets available for transmission,
which is N/2); which is not quiet fair because at a given time slot and for the same
throughput there may be fewer packets available for transmission, which yields a

higher efficiency.

3.4.3 Simulation Results

In this subsection, we present and discuss some numerical results for the
steady state throughput, the average packet delay and the blocking probability
obtained in the previous subsection. Chip-level receivers and OOCs are implemented
at the physical layer of our optical CDMA network. Our results are plotted in Figs.
3.6-3.8. A message length of /=15 and a packet size of K =127 bits are imposed in
all figures. A timeout duration of z =1 is used in all figures but Fig. 3.8. Different

parameters of interest are considered.
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Fig. 3.6. Throughput and blocking probability versus average activity for different number of users.
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In Fig. 3.6, the throughput and the blocking probability have been plotted

versus the average activity for different number of users N {30, 70}. It can be

inferred that as the user activity increases, the throughput increases till it reaches
saturation for the case of small number of users, N =30. For larger population
networks, the throughput will fall after reaching a peak value as the user activity
increases till it saturates at a lower value. It is noticed that the blocking probability
increases rapidly as the activity increases regardless of the number of users in the
network. Also for the same value of average activity, the blocking probability is

higher for high population networks.
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Fig. 3.7. Throughput and blocking probability versus number of users for different propagation delays.

In Fig. 3.7, we have plotted the throughput versus the number of users N for
different propagation delays (different interstation distances) and same average
activity A=0.5. General trends can be noticed. There is always an optimum value of
N that maximizes the throughput. In the case of long propagation delays, there is a
little degradation in the performance of the R®T protocol. This is because for longer

propagation delays, users are busy transmitting their messages over long distances.
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The interference would thus increase rapidly and packet failures become more
probable. It can also be inferred from this figure that the blocking probability
increases as the number of users in the network increases and for longer propagation
delays. This can be explained in a similar way; that is in large population networks
and for longer interstation distances users are always busy retransmitting corrupted
packets and thus any message arrival will be blocked. Comparing these results to the
ones obtained in Fig. 3.6, we conclude that the main parameter affecting the blocking

probability is the average user activity, not the size of the network population.

L E I |
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[ |Delay,A=0.5

1.5

0 l l l l
1

2 3 4
Timeout duration,

Throughput - Delay, (packets/us - us)

Fig. 3.8. Throughput and delay versus timeout duration for different activities.

Finally, the steady state system throughput and the average packet delay have
been plotted against the timeout duration z in Fig. 3.8 for various arrivals,

Ae{0.1, 0.5}. It can be seen that as z increases, the throughput increases and thus

the delay is reduced, which verifies equation (3.19). Indeed as r increases, more
requests can be acknowledged and thus the throughput increases, which causes the
delay to decrease. As the user activity increases, more packets are available in the
network yielding to a major increase in the interference. Packets are thus damaged

and must be retransmitted, which causes the average delay to increase significantly.
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3.4.4 Summary and Conclusions

Four main performance measures have been derived based on the EPA

techniques. These measures are the steady state system throughput, the blocking

probability, the average packet delay, and the protocol efficiency. In order to have

some insight on the problem under consideration, focus has been given to MAI only

and other sources of noise have been neglected. The following conclusions can be

extracted from this work:

1-

The R®T protocol exhibits an acceptable throughput and average packet delay

only for small population networks.

The achievable throughput exceeds the number of available codes |C| for

small propagation delays, Figs. 3.6 and 3.7.

Although the steady state throughput is acceptable, the blocking probability is
still high even for small user activities. The blocking probability can reach up
to 95 % at very high activities.

The throughput obtained represents an upper bound because only the effect of
MAI was considered. Other performance degradation parameters such as the
receiver's shot and thermal noises are neglected.

The delay obtained represents a lower bound because queuing systems are not
considered. Delay is only due to the service time, queuing delay is neglected.
An asymptotic efficiency of 100 % can be reached easily with suitable choices
of code weight and code length, [7].

Of course, there exists a tradeoff between the throughput, the average delay
and the blocking probability.

The R®T protocol is an optimum solution for small population LANSs and for

relatively small user activity.
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CHAPTER 4

IMPAIRMENTS IN THE R°T OPTICAL
RANDOM ACCESS CDMA PROTOCOL

4.1 Introduction

Fiber optic transmission and communication are technologies that are
constantly growing and becoming more modernized and increasingly being used in
the modern day industries. However, the effects of noise and dispersion cause a
marked decrease in transmitted power, and therefore, have limited progress in areas of
high-speed transmission and signal efficiency over long distances [34], and [35].
However, new advances are continually being made to combat these losses and
improve the reliability of fiber systems. In this chapter, we discuss the major sources
of noise and dispersion in optical CDMA systems, showing their impact on the

performance of the R*T protocol [7].

4.2 Impairments in Fiber Optic Communication Systems

A complete description of all impairments in fiber optic communication
systems would be very long. In this section, we will describe only two noise sources
often encountered in connection with optical detectors, also we will present the major

sources of light dispersion in optical fibers.

4.2.1 Receiver Noise

Noise corrupts the transmitted signal in a fiber optic system. This means that
noise sets a lower limit on the amount of optical power required for proper receiver
operation. There are many sources of noise in fiber optic systems. Shot noise and
thermal noise are the two fundamental noise mechanisms responsible for current
fluctuations in optical receivers even when the incident optical power is constant. Of

course, additional noise is generated if the incident power itself is fluctuating because
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of noise produced by optical amplifiers. This subsection considers only the noise

generated at the receiver.

4.2.1.1 Shot Noise

Shot noise is a manifestation of the fact that an electric current consists of a
stream of electrons that are generated at random times. Dark current and quantum
noises are two types of noises that manifest themselves as shot noise. Dark current
noise results from dark current that continues to flow in the photodiode when there is
no incident light. Dark current noise is independent of the optical signal. In addition,
the discrete nature of the photodetection process creates a signal dependent shot noise
called quantum noise. Quantum noise results from the random generation of electrons
by the incident optical radiation. Mathematically, shot noise is modeled as a stationary
process with Poisson statistics. Shot noise may be minimized by keeping any DC
component to the current small, especially the dark current, and by keeping the

bandwidth of the amplification system small.

4.2.1.2 Thermal Noise

At a finite temperature, electrons move randomly in a conductor. Random
thermal motion of electrons in a resistor manifests as a fluctuating current even in the

absence of an applied voltage. The load resistor R, in the front end of an optical

receiver adds such fluctuations to the current generated by the photodiode. This
additional noise component is referred to as thermal noise. Mathematically, thermal
noise can be treated as a stationary Gaussian random process. A reduction in thermal
noise is possible by increasing the value of the load resistor. However, increasing the
value of the load resistor significantly reduces the receiver bandwidth. Thus, one may

cool the system, especially the load resistor.

4.2.2 Light Dispersion in Fibers

Dispersion is the widening of a pulse as it travels through a fiber. As a pulse
widens, it can broaden enough to interfere with neighboring pulses, leading to

intersymbol interference. Dispersion thus limits the maximum transmission rate on a
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fiber-optic channel. Dispersion can potentially be a significant problem for optical
CDMA because of the large bandwidth of the signal. Fortunately the propagation
distance is not long in LANs and access networks, so intersymbol interference is
usually not a problem. For frequency hopping systems, the dispersion can be
compensated by introducing a time offset between the chips at the different

frequencies [36]. New fiber designs, such as reduced-slope fibers, have low dispersion
over a very wide range because the slope of dispersion is less than 0.05ps/nm?®.km,

which is significantly lower than standard fibers [34].
In this subsection, we present the major sources of dispersion encountered in

optical communication systems.

4.2.2.1 Modal Dispersion

This type of dispersion is very significant and is related to the fact that a pulse
of light transmitted through a fiber optic cable is composed of several modes, or rays,
of light instead of only one single beam; therefore, it is called modal or intermodal
dispersion. Each mode of light travels a different path, as a result the modes will not
be received at the same time, and the signal will be distorted or even lost over long
distances. This type of dispersion is negligible in single mode fibers. New concepts

and designs are continually being developed to reduce dispersion in optical fibers.

4.2.2.2 Chromatic Dispersion

Chromatic dispersion can be viewed as a combination of both material
dispersion and waveguide dispersion. It is also known as intramodal dispersion.
Material dispersion results from the fact that the refractive index of the fiber medium
varies as a function of the wavelength [34]. Since neither the light source nor the fiber
optic cable is 100 percent pure, the pulse being transmitted becomes less and less
precise as the light’'s wavelengths are separated over long distances. Waveguide
dispersion is very similar to material dispersion in that they both cause signals of
different wavelengths or frequencies to separate from the light pulse. However,
waveguide dispersion depends on the shape, design, and chemical composition of the

fiber core. Light which is not coupled into the core of the fiber propagates through the
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inner layer of the cladding. It travels at a faster velocity because the refractive index
of the cladding is lower than that of the core. An increase in the waveguide dispersion
in an optical fiber can be used in order to counterbalance material dispersion and shift
the wavelength of zero chromatic dispersion to 1550 nm, Fig. 4.1. Engineers used
this concept to develop zero-dispersion-shifted fibers designed to have larger
waveguide dispersion. Developers doped the core with germanium oxide in order to
increase the difference between the refractive indices of the cladding and the core,

thus enlarging waveguide dispersion [34].
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Fig. 4.1. Typical dispersion versus wavelength curves.

4.3 Performance of the R*T Protocol in a Noisy Environment

In [7], Shalaby proposed the so called R®T protocol. We have presented an
overview of this protocol in the previous chapter and discussed its performance in
terms of the steady state system throughput, the average packet delay and the protocol
efficiency. In his analysis, Shalaby neglected both the receiver's noise and the light

dispersion. In this section, we will study the effect of thermal noise and its impact on
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the performance of the R®T protocol. Then, we will consider the effect of dispersion.

4.3.1 System Architecture and Hardware Implementation

Recall that the basic architecture of our optical CDMA network is a passive
star network connecting N nodes (Fig. 3.2). Users produce OOK-CDMA signals that
represent their data. Because of the broadcast nature of the star topology and the lack
of coordination between users, the effect of MAI will be considered in our analysis.
Optical orthogonal codes are used as the user signature codes because of their good
out-of-phase autocorrelation and cross-correlation properties [9]. Chip-level receivers
are implemented at the physical layer because of their high ability to overcome the
effect of multiple-access interference (MAI). The complete model for this receiver

can be found in [26]. The packet success probability P (r') given r' active users for

chip-level receiver has been derived in Subsection 2.5.2, where we have considered
only the effect of MAI. In our analysis in this chapter, we will use avalanche
photodiodes (APDs), because optical receivers that employ an APD generally provide
a higher signal to noise ratio (SNR) for the same amount of incident optical power.
The improvement is due to the internal gain that increases the photocurrent

significantly.

4.3.2 Effect of Thermal Noise

In most cases of practical interest, thermal noise dominates the receiver
performance. Accordingly, in our analysis we will study only the effect of thermal
noise and its impact on the performance of the R®T protocol. In this subsection, we
start by deriving a corresponding new expression for the packet success probability
for chip-level receivers, which accounts for both the effect of thermal noise and MAI.

Finally, we apply this expression to the R*T protocol and discuss the results obtained.

4.3.2.1 Mathematical Analysis

In our model we assume that the decision variable Y, for chip-level receivers;

which indicates the photon count per marked chip positions jex={1,2,...,w} to
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have a Gaussian distribution. We consider u users out of m users interfering in w
chips and v; users out of k; users making interference at weighted chip j. The
conditional mean m,; and variance o, for the decision variable Y; can be expressed

as follows:
My; =G pep [(u+b+vj)-Q+QdJ

thj :FGAPD-mbj+of ' (41)
Here b e{0, 1} is the user data bit and G,y is the average APD gain. The average
number of absorbed photons per received single-user pulse and the number of
absorbed photons due to the APD dark current within a chip interval T_, denoted by
Q and Q, respectively, are given by [18]:

RAPD PavT Q _ Ich
’ d — ’
g.w Qe

Q= (4.2)

where, P,, is the received average peak laser power (of a single user), T is the bit
duration, R,y is the APD responsivity at unity gain, 1, is the APD dark current, w
is the code weight and g, =1.6x107*° C is the magnitude of the electron charge. The
variance of the thermal noise within a chip interval o is expressed as follows:

2K, T°
nz = 2B T, (4.3)
qe RL

o

where, K, =1.38x107° J/K is Boltzmann’s constant, T° is the receiver noise

temperature, and R, is the receiver load resistor. Defining k., as the APD effective

ionization ratio, the APD excess noise factor F can be given by [37]:

1

F =K Gapp +(2 - j(l_ Kes ) (4.4)
GAPD

As mentioned in Chapter 2, the decision rule of the chip-level receiver depends on the

photon count Y, collected from marked chip positions [26] such that

1, ify; >0 Vjex

0; otherwise (4.5)

Decide{

The decision threshold & (photons/chip) must be optimized in order to achieve good
performance [18]. The threshold dependence of the OOK-CDMA chip-level receivers

is illustrated in Fig. 4.2. We have plotted the bit error probability versus the decision
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threshold for different power levels. It can be seen that when the optical power is
large enough (so that the error probability floor is reached), the optimum threshold is
not unique and covers a wide range. However, when the optical power is not that

large, then there is only one unique optimum threshold [18].

0.5

0.45

o
N

0.35

Bit error probability

o
w

0.25

0.2
0

Decision threshold, 6 (photons/chip) X 104

Fig. 4.2. Bit error probabilities for OOK-CDMA chip-level receivers versus the decision threshold.

This curve has been plotted for an APD having an average gain G,,, =100, its unit
gain responsivity R,., =0.84 A/W, its effective ionization ratio k, =0.02 and its
dark current I, =1nA.

We start by deriving the bit correct probability as follows:
P,.(m,k) = %Pr{a bit success | m, k, 1 was sent}

+ % Pr{a bit success | m, k, 0 was sent}
- - (4.6)
P.(mk) = EPr{Yj > @ for all j e x|m,k,1was sent}

+%Pr{YJ— < @ for some j e x| m, k, 0 was sent}
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Here, E:{kl,kz,-u,kw} denotes the interference vector and is modeled as a

multinomial random variable [18]. Using the inclusion—exclusion property yields:

_ 1 _
Pbc(m,k)=%+%2(—1)" x Pr{Y, < @ for some j e x| m, k, b}

(4.7)
———Z( 1)° Z( _1)' (‘:VJ Pr{Y, <6,tefl,2,..., }ImKkb}.
The last probabilities can be expressed as follows:
Pr{¥, <0, te{l,2,..., j}|mkb}
'k11k1'2k21k2 |iki1ki
220 GBI E)0 o) I I
-Pr{Y, <@|u,v;,b}-Pr{Y, <0|u,v,,b} --- Pr{Y, <6]|u,v,,b} (48)
m (U K mbj -0
:uz;‘(mJ[ j H\;)(V J[ j [ Oy ]1
where Q(x) is the normalized Gaussian tail probability, given by
Q(x )_J_Je % gs. (4.8)

Combining the last equations, the bit correct probability can be rewritten as follows:

LW GICR

s [kJJ(EkaQ my; —¢
j=1 v;=0 v J\2 Oy j

Finally, the packet success probability for a packet of K bits can be given by:

(4.9)

M

r'-1r

' <k rl 1' m r'-1-m-
P(r,P,.0)=> > (r=1) prpn@-p )

= = kIm(r'-1-m-k)!

k! J1 1&, e
2 o 1(){2 2226 D{J (4.10)

1
kl,kz,-u,sz kK, w 257 i-1
L2k

-i(ﬂ@@“‘“;:zz(tﬂ@f@(““:ﬁﬁ-

4.3.2.2 Numerical Results

The result obtained in equation (4.10) will be applied to equations (3.11),
(3.17)-(3.19) in order to calculate the steady state system throughput, the blocking
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probability, the protocol efficiency, and the average packet delay, respectively.
Typical values of the simulation parameters are shown in Table 4.1. Users are
assumed to transmit fixed size messages, composed of ¢/ packets. A packet must fit in

a time slot such that T, = K LT,. Here, T, is the slot duration, K is number of bits
per packet, L is the code length and T, is the chip duration. The selection of these
parameters ensures a slot size constraint of T, =1ps in our simulation. A timeout

duration of 7 =1 is imposed in all figures and a two way propagation delay time of
te{2, 4, 6} time slots is selected.

Table 4.1. Typical values of simulation parameters.

CDMA Encoding Parameters Photo-detector
Data O0Cs APD
¢ =15packets | =31 Rapp = 0.84 AW I, =1nA
K =127 bits w=3 G pp =100 kg =0.02

Aa=24 =1 T°/R_=[0,10]

5000
4000
2000

Decision threshold, g
Success probability, Ps

Pav (dBrm)

5000
4000
2000

Decision threshold, &
Success probability, Ps

s
90 B0 pa (dBm) Pay (dBm)

Fig. 4.3. Packet success probability and decision threshold versus the average peak laser power and the

receiver noise temperature for different number of active users.
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In Fig. 4.3, the packet success probability has been plotted versus the average
peak laser power and the receiver noise temperature (~ T°/R, ) for different number

of active users in the network. Also the optimum decision threshold & has been
investigated. It can be inferred that the packet success probability is significantly
affected for smaller amounts of power and for higher noise temperatures. The
performance also depends on the number of active users, because as more users start
transmitting packets the effect of MAI will add to the effect of thermal noise, thus we
note a dramatically performance degradation in the system. In order to achieve the
optimum performance, the threshold must be increased when operating at higher
power levels. Also to compensate for the effect of thermal noise the decision

threshold must be increased for higher noise temperatures.
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Fig. 4.4. Throughput versus average peak laser power for different propagation delays.

We have plotted the relation between the steady state system throughput and
the average peak laser power for different propagation delays in Fig. 4.4. General
trends of the curves can be noticed. The throughput falls down as the propagation

delay is increased as in [7]. It can be noticed that for relatively small power levels,
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there is a limitation in the performance of the R®T protocol. By increasing the average
peak laser power up to -52 dBm, the effect of thermal noise becomes marginal, and
regardless of the propagation delay and other link parameters, the receiver can tolerate
this degradation and achieves the same throughput as the ideal case (when considering
only the effect of MAI).

10 T T T
| | |
T°/R =6 K/Q t =2, Ideal
P, = -54dBm | ——t =2, Thermal
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K=127, (=1 1 1
| |
- 64 N=30,t=1 | ______ e S SEE T S EREEE
3 | | |
o 1 1 1
g | | 1
8 a4
| | |
| | |
| | |
| | |
1 1 1
2l L o G
1 1 1
1 1 1
| | |
0 " w:* *”-/:J e —— i
0 1.5 3 6 7

Throughput, B (packets/ps)

Fig. 4.5. Packet delay versus throughput for different propagation delays.

Figure 4.5, depicts the relation between the average packet delay and the
throughput. It has been plotted for different propagation delays. For convenience and
sake of comparison, we have neglected the blocking probability when computing the

average packet delay; P, =0 in equation (3.19). It can be seen that, in order to obtain

a negligible delay, the throughput will not be that high, so that a trade off must be
considered. It can be inferred that because of the increase in the user activity, the
throughput saturates [7] and the delay will grow rapidly. Also it is noticed that the
average packet delay becomes significant for longer propagation delays. The
degradation in the performance can also be compensated by reasonably increasing the

average peak laser power as demonstrated in Fig. 4.3.
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Fig. 4.6. Protocol efficiency versus blocking probability for different number of users.

In Fig. 4.6, we have plotted the protocol efficiency against the blocking
probability for different number of users in the network, N {30, 50} . General trends

of the curves can be noticed. As the users start to send more packets (arrival rate
increases), the blocking probability increases and thus the protocol efficiency starts to
fall till it reaches it floor. This is because for small propagation delays (t = 2), as the
user activity is increased the throughput also increases till it reaches a saturation value
[7]. At this instant the number of active users is considered also to be constant
because of the relatively small delays and thus the efficiency saturates. For small
population networks the efficiency can reach as high as 95 %. Finally, it can be
noticed that the effect of thermal noise is dominant for a relatively small number of
users in the network. For larger population networks, the effect of thermal noise is

negligible with respect to the MAL.

4.3.3 Effect of Light Dispersion

One of the main performance degradation factors in long-haul fiber optic
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communication systems is the dispersion effect, which results in a temporal widening
of optical pulses. In particular, intersymbol interference (I1SI), pulse width and peak
power limitation, and pulse distortion [38], [39] have previously been examined. We
focus our analysis upon the traditional pulse-distorting impact of the dispersion,
which shows to be vital and severe in limiting the user bit rate. Modal dispersion and
chromatic dispersion are the two mechanisms causing pulse spreading when selecting

a graded index-multimode fiber.
4.3.3.1 Mathematical Analysis

Starting first with the modal dispersion, which is the main part that contributes
to the light dispersion, the pulse spreading is

_(NAY

At oga = 2ont
1

(4.11)

where NA denotes the numerical aperture of the fiber, n, is the refractive index of its

core, ¢=3x10% m/s is the speed of light in free space and z is the fiber length or
more precisely the interstation distance and is given by:

1
z =V7xTS. (4.12)

Here, v is the velocity of light inside the fiber core and is related to its refractive
index. Then, we consider the effect of the chromatic dispersion, which is the
combination of both material dispersion and waveguide dispersion, we define the

chromatic dispersion parameter as follows:

S 2
D A) =% A-—=], _
chrom ( ) 4 X |: 13 :| (4 13)

where A is the operating wavelength, A, is the zero dispersion wavelength and S, is

the zero dispersion slope. Let A4 be the spectral line width of the used light source.

The pulse spreading can be written as:
Atchrom = Dchrom (/1) “Ad-z. (414)
We finally, extended the slot duration to T,' as depicted in equation (4.15) by

including guard bands, to compensate for the 1SI effect.

T,'= KLy T, + Aty + Aty . (4.15)

chrom
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4.3.3.2 Numerical Results

To reduce the complexity and the cost of our optical CDMA network, we have
selected an LED as the light source in the transmitter side and a multimode graded
index fiber as the channel connecting users to the star coupler. This selection is
suitable for typical LANs because of the small distances they cover. Table 4.2
illustrates the optical link specifications.

Table 4.2. Light source and optical fiber specifications.

Light Source Optical Fiber
LED Multimode — Graded Index
A = 4850, 1300, NA =257, n, =1.478
1550} nm
AL =50 nm S, = 0.097 ps/nm*.km

Ao =1343 nm

z = 200 m, Ideal
z=200m, } = 1300 nm|
z =200 m, ) = 1550 nm
z=200m, A =850 nm [
z = 600 m, Ideal

z =600 m, A = 1300 nm
z = 600 m, ) = 1550 nm
z=600m, ) =850 nm —«

T

Throughput, B (packets/us)

|
0 40 80 120 160 200
Message length, ¢

Fig. 4.7. Throughput versus message length for different interstation distances and wavelengths.
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The impact of the light dispersion on the performance of the R*T protocol is
shown in Fig. 4.7, the throughput has been plotted against the message length for

various operating wavelengths A {1550,1300,850} nm, for two different interstation
distances z = {200,600} m. As the message length is increased, the effect of MAI is

also increased, and thus the throughput starts to fall as in [7], similar trends are
noticed when the dispersion is considered but with lower values of throughput. When
operating in the 2" window around the 1300 nm, the effect of the dispersion will be
relatively small. There is a performance degradation for longer interstation distances;
which verifies equations (4.11) and (4.14).

L=31w=3,
k=127 =15,
A=05M=130,
=1

=
(=)

(5]
[

Throughput, g (packets{is)

Effect of Light Dispersion:
A= 1300 nm

Throughput, g (packets{is)

100
sp M

2 -

User bit rate, R, (Gbps) Interstation distance, z (m)

Fig. 4.8. Throughput versus user bit rate for different interstation distances.

Finally the effect of the dispersion in limiting the user bit rate (R, =1/LT,) is

investigated in Fig. 4.8, where we have plotted the throughput versus the user bit rate
for different interstation distances. An operating wavelength 4 =1300 nm is selected
to ensure minimal effect of dispersion. At lower bit rates, the effect of dispersion is
negligible, whereas at higher rates there is an absurd degradation in the performance
of the R®T protocol.
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4.4 Conclusions

In this chapter, we presented a brief description of the major limitations in

optical communication systems. Focus was oriented towards the receiver's noise and

the dispersion in optical fibers. The performance of the R*T protocol has been studied

in such noisy environments. The Gaussian approximation has been employed in our

derivation of the performance of this protocol taking into account the effect of thermal

noise. Finally, the dispersion effect was considered. The throughput, the average

packet delay and the efficiency of the R®T protocol have been derived, simulated and

compared with the previous work in [7]. The following concluding remarks can be

extracted from our work:

1-

2

For a practical value of the receiver's noise temperature (T°/R, =6 K/Q), we

can tolerate the effect of thermal noise by reasonably increasing the
transmitted power so that the received average peak power reaches a minimum
value of -52 dBm.

A cooling system may be used at the receiver in order to compensate for the
effect of thermal noise, Fig. 4.3.

For small population networks, the effect of noise will be dominant, while for
larger networks; the MAI is the main limiting factor.

The R®T protocol exhibits an acceptable average packet delay under the effect
of both MAI and thermal noise.

An asymptotic efficiency of ~ 95 % can be reached with suitable selection of
link parameters.

It is clear that when operating in the 2™ window and for relatively small
interstation distances (LAN), the dispersion effect will be negligible.

At relatively small user bit rates (R, <3Gbps), the effect of dispersion is

marginal, Fig. 4.8. There also exist optimum values of rates that maximize the

system throughput.
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CHAPTER 5

THE R®T OPTICAL RANDOM ACCESS CDMA
PROTOCOL WITH QUEUING SUBSYSTEM

5.1 Scope and Motivation

Most of the research in the field of optical CDMA has focused on the physical
layer [9]-[11], and [18]-[26]. However, a few authors have examined the data link
layer of optical CDMA networks [4]-[7], and [40]. In [7], Shalaby has introduced a
new protocol called round robin receiver/transmitter (R°T) protocol, which was based
on a go-back »automatic repeat request (ARQ). In his model, Shalaby has assumed
that each node is equipped with a single buffer to store only a single message (the
message that is being served); any arrival to a nonempty buffer was discarded. This of

course gives rise to a blocking probability and thus limits the system throughput.

In this chapter, we aim at enhancing the performance of the R°T model by
introducing a queuing subsystem, namely increasing the number of available buffers.
A detailed state diagram is outlined and a mathematical model based on the
equilibrium point analysis (EPA) is presented. In addition, the steady state system
throughput, the protocol efficiency, and the timeout probability are derived and
evaluated under several network parameters. We proved by numerical analysis that a
significant improvement in the protocol performance can be achieved by only adding

a single buffer to the system.

5.2 System Architecture

In this section, we discuss the hardware implementation of our optical CDMA

network and investigate the optical ink layer of the proposed model.

5.2.1 Optical CDMA Network

In a typical optical CDMA network there would be N transmitter and receiver

pairs (nodes or users). Figure 5.1 shows one such network in a star configuration.
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Each node is equipped with a queuing system followed by a fixed CDMA encoder
and a tunable CDMA decoder; that is a fixed transmitter-tunable receiver (FT-TR).
The transmitter generates an optical ON-OFF keying CDMA (OOK-CDMA) signal
(according to its signature sequence) that represents its data. Users are assigned these
signature codes randomly from a set of direct-sequence optical-orthogonal codes
(O0Cs); denoted by #(L,w,4,,4,), where L is the code length, w is the code

weight, and 4, and A, are the auto-correlation and cross correlation constraints,

respectively. A code may be given to more than one user. Further, a code is randomly

cyclic shifted around itself upon assignment in order to reduce the effect of MAI.

Data Source
#1

Optical COMA Optical COMA Data Sink
Encoder Decoder #1

Optical CDMA
Encoder

Fig. 5.1. An optical CDMA network in a star configuration
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Decoder #N

h 4

Chip-level receivers [26] are used because of their high ability to overcome
the effect of multiple-access interference (MAI). The packet success probability

P, (r') given r' active users for this receiver has been derived in Subsection 2.5.2,
where we have considered only the effect of MAL. In our analysis, both receiver shot
noise and thermal noise are neglected in order to be able to compare our results with
[7]. The impact of noise and dispersion on the performance of the modified protocol

can be easily considered as in [37] and [41].

5.2.2 Optical CDMA Protocol

In the R’T protocol many assumptions were imposed [7]. Briefly, time is

slotted with a slot size 7,. Each node has a single buffer to store only the message

being served, connection requests and acknowledgements are exchanged between
stations, and finally the ARQ used is a go-back »n protocol that depends on the two-

way propagation time which is assumed to be equal to ¢ time slots. The drawback of
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R’T is that any message that arrives will be dropped unless the buffer is empty. This
gives rise to a high blocking probability. In this chapter we introduce a queuing
subsystem that is able to store one more message (message waiting to be served) if the
main buffer is busy. We impose the following assumptions in our model for optical
CDMA protocol:
e A maximum of one message can arrive at each time slot to a station with
probability 4 (also called user activity) and is stored in the queue if the server
IS busy.
e Any arrival to a non empty queue is blocked.
e The queue is freed once the stored message is moved to the server for being
transmitted.
e A station scans for connection requests only after a successful transmission or
reception or when it is idle.

e A priority is given for the reception mode than for the transmission mode.

5.3 Mathematical Model

The state diagram of the R’T protocol with a single buffer in the queue is
illustrated in Figs. 5.2-5.7 Each state is labeled by its number of users. States marked
with a '0' indicate that the buffer is empty while a '1' indicates that the buffer is full.
Transition between states is on a slot basis; that is the duration of each state equals to
one time slot. Users move from states marked with ‘0" to states marked with '1" if there
is a message arrival (event happening with a probability 4). Messages will be
blocked if the users have their queues full and there is a message arrival except for
these three cases:

1- After successful transmission
2- After successful reception.
3- After request.

In these cases, users will move to the requesting mode marked with a '1'.

At any time slot, any user in the network will be in one of the following states
or modes:

o |Initial state, {m}. Users in the initial state scan across all codes in a round-robin

manner. If a connection request (event happening with a probability o) is found,
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they will proceed to the acknowledgement mode. If there is a message arrival and
there is no connection request, they will go to the requesting mode. If there is
neither a message arrival nor a connection request, the station will remain in the
initial state.
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Fig. 5.2. Complete state diagram of the R’T optical CDMA protocol with a single buffer in the queue.

e Requesting mode, {q,¢, 950+ 9.0+ 911+ 921+---» 4.1} Stations in this mode
send repeated requests {q,,,9,0+---+9: 09111921+ --- 4,13 for z time slots,
where 1< 7 <t is the time out duration in time slots. Then the station should wait
for a feed back and thus enters a waiting mode {W,,W),,.... W2, W
Wi, ... Wi, }, for t -1 time slots, as depicted in Fig. 5.3. Whenever a waiting

station gets a positive acknowledgement (event occurring with a probability »)

from the destination, it starts sending its message and enters the transmission
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mode, otherwise it remains in the waiting mode. In the last waiting state, if an
acknowledgement is not received, the station is timed out, it then enters either the
initial state or the acknowledgement mode or the requesting mode, depending on

the user activity and the connection requests found at that time.

(1=l 1=

1-p)(1-o) 4

—{1-v)a

Ty W 1-o) 1—A)m
(1= 1-m) - Ay—— Tostate @0

Fig. 5.3. Detailed state diagram of the requesting mode.
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Acknowledgement mode, {a,q,a,q,.... a0, a3, a5, ..., a,,}. Users in this

mode send an acknowledgement to the requesting user and wait for ¢ time slots

till the reception of the first packet as inferred from Figs. 5.2 and 5.4.

Fig. 5.4. Detailed state diagram of the acknowledgement mode.

Reception mode, {Rx,, Rx,,..., Rx,}. A user in the reception mode receives

either new packets or retransmitted ones. Figure 5.5 illustrates the structure of the

reception mode and the states R,, , ie{l,2,...,(}. In states {s,,,s,,}, a user

receives packet i, if it is successfully received, the user will move to states

{5:120 1 S.11 ) Otherwise he will ask for retransmission and enters a waiting mode
Vs Wy s W2 W2 Wor, ..., W2} If the station receives the last packet
¢ successfully it moves to either the initial state or the acknowledgement mode or
the requesting mode, depending on the arrivals and the connection requests found
at that time.

Tx

Transmission mode, {r,, 7, ,...,r,, Tx ., Ix,}. Figure 5.6 illustrates the

t+1 421

detailed state diagram of the transmission mode. A station is in the state r, ,
nedl, 2,...,t}if it is transmitting the first r </ packets, Fig. 5.7a. The station

moves to states {r,,,,7r.,} of T, .,

if the first packet was transmitted
successfully, otherwise it will retransmit the first ¢ packets. Users in states

{rio: st Of Tx,,, ief{l,2,..., 01}, shown in Fig. 5.7b are transmitting

t+i 1
packet #+i, and waiting for the status of packet i+1. If a positive feedback is
received, the user will transmit the next packet ¢+i+1, otherwise it will

retransmit this corrupted packet and all subsequent packets; states
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{e;+1,o ) e;+2,o e e;+z-1,o 1 Tii0 e;+1,1 ) e;+2,1 peee e;+z—1,1  Fia)- If the last packet is
transmitted successfully, the station enters a waiting mode {Wx,, Wx, , ..., Wx, ;}
shown in Fig. 5.7c to collect the status of the last #—1 packets. This mode
involves two sets of states; retransmitting states and waiting states denoted by

(—t+i (—t+i (—t+i (—t+i (—t+i (—t+i ei ei
{eZ—HHl,O 1€ 2,001 €0 €1y €rpriva1 o €1 } and {Wl,o Woos e

Weo Wi W5t ..., W}, respectively. If the station receives a positive status
for the last transmitted packet it enters either the initial state or the

acknowledgement mode or the requesting mode, according to the message arrival

and the connection requests found at that time.

0 o[—FsllAM o o [F——FllA-=-=Mp o

State Rxi

Fig. 5.5. Detailed state diagram of the reception mode.
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5.4 Theoretical Analysis

In this section, we evaluate the performance of the R’T protocol with a
queuing subsystem in terms of the steady state system throughput, the protocol

efficiency and the timeout probability.

5.4.1 State Diagram Analysis

Because of the complexity of the mathematical model described above, our
analysis will be based on the equilibrium point analysis (EPA) to measure the
performance of this random access protocol. Each mode will be divided into two sets
of states: states marked with '0" indicating that the buffer is empty and states marked
with 1" indicating that the buffer is full. By writing down the flow equations for all
the states, we can derive the steady state system throughput, protocol efficiency, and

the timeout probability.
5.4.1.1. Transmission Mode

This mode involves states {r,, r,, ..., r,, Tx,,, , Tx ., Ix,}. From Figs. 5.2,

t+11 t42 0

5.6, and 5.7a, we have the following flow equations for n € {1, 2, ..., t}:
a0 :(1_14)”71 REN) , Tan :’”1,1"'[]-_(1_‘4)”71}’”1,0- (5.1)
From Fig. 5.7b, we can write the flow equations for each state in Tx,,,

ie{l,2,...,0—1(}:

Viio =X “Tio  where 7 = . (1P5(;;_)(f) A)t .
~(1-p,)1-

(5.2)

_ i
mm—n4+@—l>40

Whereas for the retransmission states where j {1,2,...,t—1}, we have:
e;ﬂ,o = (1_PS)'Zi(1_A)j 1o

¢y =0-P)r, +0-P) -7 -4y ] ry

Similarly, for the waiting states W, i €{l, 2, ..., t =1} shown in Fig. 5.7c we have:

W,’o :Zi'rk,o . W,-,rl:”z,l"'(l_}(i)'r/;,oa (5.3)
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=t+i =(1 P) i(l A)j o

et
€, ttzlJr/l (1 P) rgat l P [1 Z 1 A) ] "0
Wio = x' L= P Jl= )" 1, kell2,...i-1}

W =@L-Ps)r,+1-P)) [1 1-4)" ’*k] Fro
Let the set of variables [Y,, ¥;, Y] denotes the number of users in state ¥ with either

empty buffer, or full buffer or regardless of the state of the buffer respectively. We

define the following variables:

4 4
ro:Z’”i,o ; ”1227’1',1 ; ”:’”o""’l}
i=1 i=1
B -1 -1
ro_ r ro_ r ro_ r r
Wo=2Wo W =2W5 , W =W +W,
L i=1 i=1
i (=t t-1 =1 1=i (=t t-1 (=1 1=i
i (—t+i i (—t+i _
ZetJrj,O +Zzef—t+i+j,0 ' Zzez+/1 +ZZe/ ivjl 1 €= € T
L =l j=1 =l j=1 =l j=1 =l j=1
i -1 i-1 -1 i1
e __ ei e __ el e __ e e
We =YW « We=DDW5 , W =Wi+W,
L =1 j=1 i=1 j=1

Performing the above summations (only for Y, and Y'), which involve mathematical

series, we obtain:

1-(1-4)' ,
oy e

A

Wy = [éj(l_ x ) Tr0 ’ W= _1)(r1'° " 7’1,1)1

O & Ferg S ST
T S

e=@1-P Nt -1t ~t/2)r, +1,),
o [ ) )

A @-4a)\\1-4 1-x)a-4)

we = (1—PS)(t—1)(%— j(rlv0 ).
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5.4.1.2. Reception Mode

From Figs. 5.2 and 5.5, we can write the flow equations for states {s,,, s,,},

forie{l, 2,..., (} as follows:

e 1 1 ;
Si0=504, v o Su=—a,+—1-x")a,. (5.5)
0 PS 0 1 PS t1 PS t

From the above equations, it is obvious that

1
Sio TS = F(at,o + at,l)'
s

Relating the reception mode to the transmission mode, we assume that the number of
users transmitting the first packet must be equal to the number of users receiving the
same packet, yielding

Tiot71 =810 F58 = Tiot7, = Pis(at'o + alvl). (5.6)
Next we write the flow equations for the waiting states for je{l,2,...,t-1} as

follows:

We define the following variables:

B ‘ ’
Se=D. 50 0 S1= DS SZSO‘FSJ
L i1 i1

/ /
S; S; K K
=227 =22 W =Wy +W
=l j=1 i=l j=1

Performing the above summations, and using equation (5.6) we obtain:

5 ZL(M].%O , s =€(”1,o +rl,l) '

P\ y-1

Wy = (“Ps J{Z(ﬂf[ -1) (1—/1)(1—(1—/1)'1)]6{ (5.7)

P 71 A no

W =t -1)1- Py )(’”1,0 +7’1,1)'
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5.4.1.3. Acknowledgement Mode

Again by writing the flow equations for the states in this mode, described in
Fig. 5.4, and for ie{12,...,¢}, we get:
dio = (1_ A)H Qo ' g =a;,; + (1_ (1_ A)H)' Aio- (5.8)

Noting that a,, +a,, = a,, +a,,, We can rewrite equation (5.6) as follows:

1
oty =S, +t5, = F(al,o + al,l)' (5.9)
s

Similarly, we define the set of variables [a, , 4, , a].

From equation (5.9) and solving for a, and a, one gets:

1-(1-4)
ao = ((T)J'al’o ’ a= tPS .(rl,O +rl,1)' (510)

5.4.1.4. Requesting Mode

Figure 5.3 illustrates the requesting states and waiting states in the requesting
mode. We write down the flow equations for these states as follows:
9j0 = (1_ A)j_l 10
-1
g1 =911t (1_(1_ A)] ) 910

Considering the waiting states for which & € {1,2,...,t—z} and ie {1,2,...,7 -1} we

, jefl2,..., 7} (5.11)

have:
ka{o = (1_ A)Hk_l 910 ) Wk?:l. =q, t+ (1_ (1_ A)Hk_l)‘ 910
Wi o =QL=4)" (- AN1-7)) - a1 : (5.12)

W = (1_ 7)i gyt (1_ 7)i (1_ (1_ A)HH‘)' q10
To relate the requesting mode to the transmission mode, we will write the flow

equations into state 7, as follows:

o = 7‘(1_14)'[”/;1,0 +W! a0 +"'+szl,o]+(1_Ps)(l_A)‘rz,o
g = 7"4'[Wtzf,o +W! a0 +“'+VV£1,0:|+(1_PS)'A.F£,O . (5.13)
+ I:VVtzr,l AW gt I/Vtzl,l]'ﬂ/—i_(l_PS)'rt,l

Substituting from equations (5.1) and (5.12) in (5.13) we can get:
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10 =

P, { 1-(1-4)1-y) ]rw
I ,

yox-@=4)" [1-[Q-af1-p)f

(’”1,0 +r1’1)= Pi[l_(l_V)T]'(qLo +Q1,1)

N

(5.14)

Thus, we can define the following variables:

. =iq,~,o :(1—(1_/1)1} P, { 1-(1-A)1-y) ]’”1,0

= 4 yox-@=4)" [1-[0-4)1-y)f
; P

G“=24,: . 4d=qy+tq =T S (5o +72)
j=1 1_( _7)

-7 -1
q __ q q
Wy = sz,o + ZVVt—TH,O
P =)

_ {% (1—(1—A)f‘f)+w(l—[(1—A)(1—7)]H)} (5.15)

1-(1-4)1-y
L e (]:S— 4)7 } | Ll_—[él_— ;)él—_ 77); } e

t—7 -1
q __ q q
Wi = Wah+Y Wi,
k=1 i=1

1 . P,
W =W+ We :{t—r—1+;(l—(1—7) )} - iy), (o + 71 )

From Figs. 5.2, and 5.4, we can also write the flow equations into states {a,,, a,,}, as

follows:
;g = ‘7(1_ A)' m+ Pso'(l_ A)' (S/,o + Wzil,o)"' (1_ 7’)5(1_ A)' Wi
a;, = O'A'm"'PsUA'(Sz,o +VVtil,0)+PSU'(S/,1 +VVtil,l) : (5.16)

+(1_7)O'A'sz1,o +(1_7)(7‘W£1,1

Solving the above two equations simultaneously, the initial state can be written as:

m = %{1— 20 - o{%]] (o +714)= [1_76} “ay,. (5.17)

The probability that a request is found by a scanning user, o, is equal to the
probability that another user is in the requesting mode, yielding:
138 TP
o=— 0t 4, = v, +7, ). A
N;Q,o qi1 Ni-l{-, (1,0 1,1) (5.18)
To evaluate o and y we need another equation relating o and y to be solved with

equation (5.18). This relation is obtained by solving the following two equations:
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910 = A(l_o')' m+ PSA(]'_ ‘7)' (S/,o + VVtil,O)'i_ Py (1_ A)(l_ ‘7)' (S/,l + VVtil,l)
+ AQ-o)L—7)- Wy + (- ANL=c\L-y)- W1,
411 = PSA(l_ 0)' (Sl’,,l + VVtil,l)-i_ A(l_ O')(l_ 7)' Wi,

5.4.2 Performance Measures

In order to evaluate the performance of the proposed model and compare it
with the ideal R’T protocol, we will derive expressions for the system throughput, the

protocol efficiency, and the timeout probability.
5.4.2.1 Steady State Throughput

The steady state system throughput #(N, 4,¢,7,/) is defined as the average

number of successful received packets per slot. It can be calculated as follows:
14

BN A,t,7,0) = (5,0 +5,,)- P = Py ()bl + 1) (5.19)
i=1

Here, »' denotes the number of users either in transmission states or retransmission

states and is given by:

Ferte=[0+Q=P Nt =10t =1/2)]-(ro + i) (5.20)
Substituting back in (5.19), the throughput can be expressed as follows:
B(N,A,t,7,0) = ()L packets/slot. (5.21)

[0+@- P )t —1)r—1/2)]
It is evident that the number of users in the network must be equal to the total number
of users in all the states, that is:
N=m+r+e+W +W°+s+W*' +a+q+W"*.
Substituting with equations (5.4), (5.7), (5.10), (5.15) and (5.17), then using (5.20)
one can get:

N[t +(@- Py Nt -1)¢~1/2)]

= r'[2£+(t—1)+tPS +1- P Ye-1)20-1)+ 5 —2p,
o

+{z—1—(1—y)’ +1(1—(1—7)’)}-$} .

v

(5.22)

That is, »' is the solution of the above equation.
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5.4.2.2 Protocol Efficiency

As in the previous chapters, the protocol efficiency 7 is defined as the ratio

between the number of successfully received packets and the number of packets
available for transmission:
- P(N,A,t,7,0)

r

(5.23)

5.4.2.3 Timeout Probability

The timeout probability denoted by P, is defined as the probability that a

station will time out after entering the requesting mode. For convenience and sake of
comparison, we derive the timeout probability for both R°T optical random access

protocols; with and without transmission queue.

e R’T Optical Random Access Protocol without a Queue [7]:

In this case, the timeout probability is equal to the probability that the station is in the

last waiting state 7.7, in the requesting mode (Fig. 3.5) and that no acknowledgement

is received. Thus, one can write:

wi
P =_t1(1—v).
o = (1-%)

By writing down the flow equation into state W% and using equation (3.8), the

timeout probability can be expressed as follows:

_B (=9 qy
,D—N([ = )A @-y). (5.24)

e R’T Optical Random Access Protocol with a Queue:

In this case, the timeout probability is given by:
P — VVtzl,O + VVtzl,l
to N
From equation (5.12), we have:
Wio+Wi, = (l_ 7)T71 (ql,o + %,1)-

Substituting with equation (5.14) in the above equation and using equation (5.19), the

1-7).
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timeout probability is rewritten as:

-t ] o

5.5 Simulation Results

In our simulations, we have used a set of OOCs denoted by ¢(31, 3,1,1) as the

user signature codes. To guarantee minimal interference between users, we have
restricted the auto- and cross-correlation constraints to one. A chip rate of 4 Mchips/s

for each user is held constant in our simulations and a packet size of K =127bits is

considered. It is assumed that a packet should fit in a time slot. We have used the EPA
in order to compute the steady state system throughput, the protocol efficiency, and
the timeout probability for both R*T protocols; with and without a transmission queue.
The near-far effect has been neglected since all nodes are uniformly located from the
star coupler. Only, the effect of MAI has been taken into account, as it represents the
major limitation in CDMA systems. The effect of shot and thermal noise may be
added in cases in which physical noise sources are expected to be of interest [37]. Our
results are plotted in Figs. 5.8-5.12. A message length of /=15 is imposed in all
figures and a timeout duration of z =1 is imposed in all figures but Fig. 5.11. A

propagation delay time of ¢ € {2, 4, 6} is considered in our simulation. This selection

of parameters ensures an interstation distance of z € {200, 400, 600} m.

In Fig. 5.8, we have plotted the throughput versus the number of users N for
both R’T protocols with and without a queuing system for different propagation
delays (different interstation distances). General trends of the curves can be noticed.
As the number of users in the network increases, more packets are available for
transmission and thus the throughput increases till it reaches its peak. For the R°T
protocol without a queuing system, the throughput falls down rapidly as the number
of users is further increased, because the effect of MAI becomes more severe.
Whereas for the R’T protocol with queuing system (buffer), some users may have
additional packets stored in their buffer (to be transmitted later on without
interference), yielding a slower decay in the throughput. It can be inferred that the

throughput is lower for longer propagation delays, which is obvious.
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Fig. 5.8. Throughput versus number of users for different propagation delays.
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Fig. 5.9. Available packets and throughput versus average activity.
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In Fig. 5.9, we have plotted the steady state system throughput and the number
of available packets for transmission against the user activity. We have selected
N =50, as we have argued in Fig. 5.8 that for a certain set of OOCs and for N > 40
the throughput of the R’T protocol with a queuing system outperforms that of the
system without a queue. In fact, the initial increase of throughput is because as A
increases above zero, more packets become available with low interference. It can be
noticed that for the system without buffer, the number of available packets for
transmission is quiet large yielding a significant MAI and thus giving rise to an

increased number of retransmitted packets.

Figure 5.10 depicts the relation between the protocol efficiency and the
number of users N in the network. It has been plotted for different values of
activities, 4e{0.1,0.9}. The following results can be extracted: both protocols
exhibit high efficiency for a smaller number of users and for relatively small
activities. Both R’T protocols with and without buffer behave similarly for low
population networks, while for larger population networks the system with buffer

significantly outperforms the ideal R’T protocol.
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Fig. 5.10. Protocol efficiency versus message length for different number of users.
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In Fig. 5.11, the timeout probability has been plotted against the timeout
duration and the average activity for both R’T protocols. An x-y view has also been
plotted for illustration purpose. General trends of the curves can be noticed. As the
timeout duration z is increased, users have a greater chance to be acknowledged and
thus the timeout probability is decreased. Whereas for larger values of activity, users
become busy transmitting their messages and cannot acknowledge further connection
requests which makes the timeout probability increases. It is evident that the ideal R°T
protocol provides a lower timeout probability. This is because when a buffer is added
to the system, users will have additional messages (stored in their buffer) to send and
thus, they will not have time to acknowledge further requests yielding a higher

timeout probability.
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Fig. 5.12. Timeout probability versus number of users.

Finally, the relation between the number of users in the network and the
timeout probability is investigated in Fig. 5.12. As argued in Fig. 5.11 and for the
same reasons, the R°T protocol with a queuing system provides a higher timeout

probability. It can be seen that at a given activity level and for larger population
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networks, a larger number of users will be able to transmit their messages, yielding a

lower timeout probability.

5.6 Conclusions

In this chapter, we have proposed a queuing model to improve the
performance of the previously proposed R’T protocol. A single buffer was added to
each node. Only the effect of MAI was considered. Expressions for throughput,
protocol efficiency, and timeout probability have been derived, simulated and
compared with that of the R°T protocol without queuing. The following concluding
remarks can be extracted from our results:

1- The proposed modifications to the R*7 model exhibits better performance for
high population networks and under high traffic loads.
2- The enhanced R’T protocol provides a better efficiency over a wider dynamic

range, an asymptotic efficiency of 90 % can be reached, Fig. 5.10.

3- The proposed protocol exhibits an acceptable timeout probability.
4- Of course the price to be paid for the improvement is the increased system
complexity when adding a queuing subsystem.
Other performance metrics such as the blocking probability and the average packet
delay can be found in [42]. Therefore, the following conclusions can also be added:
5- The blocking probability is significantly reduced by a factor of 50%.
6- The queuing delay is added to the total latency of the network, but it is still

acceptable.
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CHAPTER 6

PROPOSED OPTICAL RANDOM ACCESS CDMA
PROTOCOL WITH STOP & WAIT ARQ

6.1 Introduction

The success of modern communication systems has shifted the focus towards
optical fiber networks. Especially, optical code division multiple access (CDMA)
systems have been shown to be competitive candidates to support a large number of
simultaneous users [4]-[11]. Most of researches in optical CDMA networks were
concentrated in the physical layer. There are, however, a few authors that have
examined the network or link layer of optical COMA communication systems, [4]-[8].
In [4] and [5], Hsu and Li have studied the slotted and unslotted optical CDMA
networks. In [6], Shalaby has proposed two media access control (MAC) protocols for
optical CDMA networks. However the effect of multi-packet messages, connection
establishment and corrupted packets haven’t been taken into account. Recently,
Shalaby [7] has developed a new protocol called round robin receiver/transmitter
(R®T) protocol that has solved some of the above problems. The R®T protocol is based
on a go-back n automatic repeat request (ARQ), that is when a packet gets corrupted,
the transmitter retransmits it and all sub-sequent packets. This scenario gives good
performance for low population networks, while the performance is still low for larger
population networks. Considering only the retransmission of corrupted packets, a
selective reject ARQ has been applied in [8], which yields better results in case of

higher population networks.

Our goal in this chapter is to develop a new optical random access CDMA
protocol which is based on a stop & wait ARQ in order to reduce the complexity of
the previously proposed protocols. At the same time we aim at improving the system
performance compared to the R®T protocol. Moreover, the proposed protocol is
examined for the case of both chip-level and correlation receivers. In most cases of
practical interest, thermal noise dominates the receiver performance. Accordingly, in
our analysis we will study the effect of thermal noise and its impact on the

performance of the proposed protocol.
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This chapter is organized as follows. In Section 6.2, we discuss the system and
hardware architecture for our optical CDMA network. Section 6.3 is devoted for a
description of the proposed protocol. The optical link layer is investigated and a
complete state diagram of this protocol is presented. Section 6.4 is maintained for the
mathematical model, where derivations of the steady state system throughput, the
average packet delay, the protocol efficiency, and the blocking probability are
calculated. In Section 6.5, we discuss some of the numerical results obtained. A
comparison between the proposed protocol and the R®T protocol is also considered.

Finally, we give our conclusions in Section 6.6.

6.2 System and Hardware Architecture

Considering the network topology at the physical layer, we have a passive
optical star network composed of a star coupler connecting N users as shown in Fig.
6.1. Optical orthogonal codes (OOCs) are used because they have both a peak cross-
correlation and a shifted autocorrelation equal to one. The choice of code weight w
and code length L for OOCs is arbitrary but these quantities determine the cardinality

according to [9]:

L-1
C|= {mJ (6.1)

Optical Star Network
Ay, g, .., a|f|

Fig. 6.1. Optical CDMA network topology.
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where |_xj denotes the integer portion of the real value x. Due to the bursty nature of
the traffic, we allow the number of users to exceed the number of available codes |C| .

In our model, we assume that all codes are always available in a pool, Fig. 6.1. In
order to avoid receiver tunability, codes are assigned to users apriori. That is, when a
user subscribes to the network, it is given a code (possibly used) randomly. Further, a
code is randomly cyclic shifted around itself once assigned. In this way, there is no
need for pretransmission coordination. It has been shown that for fixed data rate and
chip duration, there is no advantage in using pulse position modulation (PPM) in
place of on-off keying (OOK). That's why each user is able to generate an optical

OOK-CDMA signal according to its signature code that represents its data.

Chip-level receivers are implemented at the physical layer of our optical
CDMA network. In [26], Shalaby demonstrated that the complexity of this receiver is
independent of the number of users, and therefore, much more practical than
traditional correlation receivers. The packet success probability P (r') given r' active
users for both correlation receivers and chip-level receivers has been derived in
subsections 2.5.1 and 2.5.2, respectively, where we have considered only the effect of
MAI. The effect of thermal noise on the performance degradation of the proposed

protocol can be easily considered by using equation (4.10).

6.3 Mathematical Model

6.3.1 Protocol Assumptions

Because of its simplicity over other ARQs, stop & wait is implemented at the
data link layer of our optical CDMA network. After a packet is sent, a user enters a
waiting mode to get a feedback of that packet. If a positive acknowledgement is
received the user will send the next packet, otherwise he will retransmit another
version of the corrupted packet. We impose the following assumptions in our model
for optical CDMA protocol:

e Time is slotted with slot size T, a two way propagation delay time is assumed to

be equal to t time slots, and a timeout duration of z time slots is selected such
that 1< 7 <t.
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A message is composed of />t packets each having K >0 bits. One packet

should fit in a time slot T, = K /T, where T, is the chip duration.

A maximum of 1 message can arrive at each time slot to a station with probability
A (also called user activity). This message is stored in a buffer till its successful
transmission.

Any arrival to a non empty buffer will be blocked.

Connection requests and acknowledgements are exchanged between stations.
Transmission times for requests and acknowledgements are neglected.

A priority is given for the reception mode than for the transmission mode.
Receivers use a cyclic redundancy check (CRC) to determine whether a received

packet is correctly detected or not.

6.3.2 State Diagram Description

The complete state diagram of the proposed optical CDMA random access

protocol with stop & wait ARQ is illustrated in Fig. 6.2. Each state is labeled by its

number of users. Transition between states is on a slot basis; that is the duration of

each state equals to one time slot. At any time slot, any user in the network will be in

one of the following states or modes:

Initial state, {m}. Users in the initial state scan across all codes in a round-robin

manner. If a connection request (event happening with a probability o) is found,
a station will proceed to the acknowledgement mode. If there is a message arrival
and there is no connection request, it will go to the requesting mode. If there is
neither message arrival nor connection request, the station will remain in the
initial state.

Requesting mode, {q,,q,,...,q,}. Stations in this mode send repeated requests
{9,,9,,...,q,} for z time slots. Then, the station should wait for a feed back and
thus enters a waiting mode {W,* , W, , ..., W% }, for t —1 time slots, as depicted in

Fig. 6.2. Whenever a waiting station gets a positive acknowledgement (event

occurring with a probability ) from the destination, it starts sending its message

and enters the transmission mode, otherwise it remains in the waiting mode. In the
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last waiting state, if an acknowledgement is not received, the station is timed out

and returns to the initial state.

=]

[ 1=A) 1)

Af1-e7)

e .

Fig. 6.2. State diagram of the proposed optical CDMA protocol with stop & wait ARQ.

e Acknowledgement state, {a}. In this state, the station sends an acknowledgement
to a requesting station and then enters a waiting mode {W,**,W,", ..., W} for t

time slots till the reception of the first packet.

e Reception mode, {Rx,,RX,,...,Rx,}. A user in the reception mode receives
either new packets or retransmitted ones. Figure 2 illustrates the structure of the
states Ry, , ie€{l,2,...,0}. In states s,, a user receives packet i, if it is
successfully received, the user will move to states {WS " W, ™ .. WS"}
waiting for the next packet, otherwise he will ask for retransmission and enters a
waiting mode {W,*',W,",...,WSi}. If the station receives the last packet

successfully it goes back to the initial state.
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e Transmission mode, {Tx,, Tx,,..., Tx,}. This mode involves transmission states
r,, iefl, 2,..., ¢} and waiting states Wjri , jefl, 2,...,t-1}, Fig. 6.3. A user in
state r, is transmitting packet i, then he enters a waiting mode {W,",W,",
...W,1} to get the acknowledgement of that packet. If a positive feedback is

received the user will proceed to state r,,, otherwise he will return to state r, for

retransmission. After successful transmission of the last packet the user will return

°

(1-Ps) (1-Ps)

to the initial state.

P Pe—p

[a) State Ty, (b) State Ry

Fig. 6.3. Transmission states, T,; and reception states, Ry;.

6.4 Performance Analysis

6.4.1 State Diagram

Because of the complexity of the above model and the prohibitively large
number of states, the problem will be analytically intractable if we try to calculate the
transition probabilities between states and the stationary probabilities using Markov
chains [44]. Fortunately, the equilibrium point analysis (EPA) technique significantly

simplifies the problem. In this technique, the system is always assumed to be
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operating at an equilibrium point [43]; that is the number of users entering a state is
equal to the number of users departing from the same state. By writing down the flow
equations for each state, the performance of the proposed optical CDMA protocol can

be evaluated.

6.4.1.1 Transmission Mode

This mode involves states r, and states Wjri , Where ie{l,2,...,/} and
je{l, 2,...,t—-1}. From Figs. 6.2 and 6.3, we have the following flow equations.
L=r,=..=1, and W' =r,.

Let r, denotes the number of transmitting users in a given slot such that

r, :Zri =/r, . (6.2)

1
i=1

We define W' as the number of users waiting after transmission

A =i§w;‘ =((t-1)-r, . (6.3)

i=1 j=1
6.4.1.2 Reception Mode

Assuming that the number of users transmitting packet i is equal to that

receiving the same packet, for i =1 we can directly write r, =s,. From Figs. 6.2 and
6.3, we can write the flow equations for states s, and W?', for ie{L, 2,..., /} and
jefl, 2,...,t-1} as follows:

WSt =a+(1-P;)-s,,

_ (6.4)
S, =S,=...=S,=I and W =r,.
We define the following variables
4
s=Y s =0m,
i=1
[t (6.5)
W= >W"=r(t-1)r,.
i=1 j=1

87



6.4.1.3 Acknowledgement Mode

Again by writing the flow equations for the states in this mode, described in
Fig. 6.2 and using equation (6.4) we get:
a=om=Fr,.

Therefore

m=—r,. (6.6)

6.4.1.4 Requesting Mode

Figure 6.2 illustrates the requesting states and waiting states in the requesting

mode. By writing down the flow equations as in [7], we define:
T t-1 —
q+We =g+ S W = {t —1+%(1—(1— y)f)}AlT“ P.,. 6.7)
i=1 i=1

The probability that a request is found by a scanning user o and the probability that a

station gets an acknowledgement » can be computed as follows [7]:

2
o=2 [ AP ) 44 AP r D] AR D
2 N N N
s I
“1-1-— % ||
’ [ A@_UJ

6.4.2 Performance Metrics

6.4.2.1 Steady State System Throughput

The steady state system throughput #(N, A,t,z,/) is defined as the average

number of successful received packets per slot. It can be calculated as follows:

P(N, AL, 7,0) :Zf“si Py =P (r')(r,.

Substituting with equation (6.2) one gets:
BN AL T, ) =rP(r'). (6.8)
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To compute r', we assume that the total number of users in all states is equal to N,
yielding

N=m+r+W"+s+W°+a+q+W*

:L[&+26+2€(t—1)+ P5+{t—1+1(1—(1—;/)7)}A1_—O-P5} ,
l| o ¥ o

(6.9)
where we have used equations (6.2) — (6.7).
6.4.2.2 Blocking Probability

The blocking probability is defined as the probability of an arrival being
blocked. In this case, the blocking probability is equal to the probability that the
station is not in the initial state m and there is a message arrival A or the station is in
the initial state m but there is a request for connection and at the same time there is a
message arrival A.

Thus, one can write:
P, =m-a-A+(l—mj-A .
N N

Substituting with equations (6.2) and (6.6) we get:

Ps 1__0' '
PB=A[1—W[ ]r} (6.10)

o

6.4.2.3 Protocol Efficiency and Average Delay

The protocol efficiency 7 is defined as the ratio between the number of

successfully received packets and the number of packets available for transmission:

N, At 7,/
p=PNALT D S ). (6.11)
The average packet delay D can be calculated from Little's theorem:
NA-(1- PR,
= M SlOtS, (612)
LN, ALz, 0)

where NA-(1- P, ) denotes the total traffic in the network.

Note that equations (6.10) - (6.12) are valid for both optical random access CDMA
protocols; with Stop & Wait ARQ and with go-back n ARQ [7].
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6.5 Numerical Results

In this section, we discuss some numerical results for the proposed optical
random access CDMA protocol. The steady state system throughput, the blocking
probability, the average packet delay, and the protocol efficiency derived above have
been evaluated and compared to the results in [7]. The performance of the proposed
protocol using both chip-level receivers and correlation receivers is also presented.
Correlation receivers are only considered in Fig. 6.4. Finally, the effect of thermal

noise is taken into consideration in the last figure.

Table 6.1. Parameters used for numerical calculations.

CDMA Parameters APD Parameters (thermal noise)

APD responsivity at unity gain R =0.84 AW
R, =127 Mbps

APD dark current I, =1nA
L=3l Average APD gain G =100
w=3 APD effective ionization ratio ke =0.02
K =127 Receiver noise temperature T° =300K

Receiver load resistor R, =50Q

Our results are plotted in Figs. 6.3-6.8. A two way propagation delay time
te{2,4,6}slots (or interstation distances of z=vTt/2 <{200, 400,600} m,

where v~2x10® m/s is the speed of light inside a fiber) and a timeout duration
7 =1slot are imposed in our simulations. Table 6.1 shows the remaining parameters

used for the numerical calculations.

In Fig. 6.4, we have plotted the throughput versus the number of users for both
chip-level receivers and correlation receivers. General trends of the curves can be
noticed. As the number of users in the network increases more packets become
available for transmission with low interference. Thus, the throughput increases till it
reaches its peak. As the number of users is further increased the effect of MAI

becomes significant and the throughput starts to decay. In the case of stop & wait
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ARQ the protocol supports a larger number of users and reaches higher values of
throughput. This is because the channel is not busy all the time, as users enter a
waiting mode after sending each packet. On the other hand, for a protocol depending
on a go-back n ARQ, users continuously send their packets, which contribute to
higher traffic loads, yielding lower packet success probabilities and lower throughput
values. It can be inferred that the performance of both protocols is reduced when
using correlation receivers and that the performance of the stop & wait with

correlation receivers is nearly close to that of the R®T protocol with chip-level

receivers.
9 I I I
| N |
L=31,w=3 T —
8r1K=127,¢=15 i Ao
A=05t=2 ¢= ! !
| BN

Chip, Stop & Wait
—=eo— Corr, Stop & Wait
Chip, Go-Back n

—e— Corr, Go-Back n

Throughput, B (packets/us)

0 20 40 60 80 100
Number of users, N

Fig. 6.4. Throughput versus number of users for different receivers.

In Fig. 6.5, the blocking probability has been plotted versus user activity for
different activity levels and for different interstation distances. It can be seen that the
blocking probability increases significantly for higher activity levels, Ae{0.75,1}.
The proposed protocol (stop & wait) provides lower blocking probabilities because at
N =70. This protocol can still handle the traffic as depicted in Fig. 6.4. For larger

intersatation distances, the channel will be busy for longer durations. This gives rise to
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a high probability of collision between packets which reduces the throughput,

therefore the blocking probability increases.

L | | |
t = 2, Stop & Wait | l ;
e t=6, Stop & Wait Z
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S
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Awerage activity, A

Fig. 6.5. Blocking probability versus user activity for different interstation distances.

In Fig. 6.6, we have plotted the system throughput and the average packet

delay versus the average activity for different number of users N {30, 70}. It can be

noticed that the R®T protocol exhibits higher throughput values and lower delays at
N =30. Whereas the proposed protocol outperforms the R*T protocol at N =70, as
argued in Fig. 6.4. For short interstation distances, as the user activity increases the
throughput also increases till it reaches saturation whereas for longer distances the
throughput falls after reaching its peak. In fact, the initial increase of throughput is
because as A increases above zero, more packets become available with low
interference. The throughput decay in the case of long propagation delays after
reaching its peak because the number of active users increases while other users
already in the transmission mode are still busy transmitting their messages over long
distances. The interference would thus increase rapidly and packet failures become
more probable. Finally, it is noticed that for longer interstation distances and with an

increase in user activity, the average packet delay increases.
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Fig. 6.6. Throughput and delay versus activity for different number of users and different interstation

distances.

The relation between the system throughput and the number of users for our
proposed protocol is depicted in Fig. 6.7. It can be seen that for longer propagation
delays, the proposed protocol accommodates a higher number of users. Also the
quality of service (QOS) requirements is achieved in a large dynamic range. This is
because as t increases, users wait longer times after transmitting their packets, giving

chance to other users to start transmission.

The protocol efficiency has been plotted against the message length for both
protocols in Fig. 6.8. General trends of the curves can be noticed. The efficiency
decreases as the message length is increased till it reaches its floor. This can be argued
in a similar way as in Fig. 6.6. Both protocols achieve higher efficiency in case of low
population networks. It can be noticed that the new protocol provides an improvement

in the protocol efficiency for both small and large population networks.
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Fig. 6.7. Throughput versus number of users for different interstation distances.
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Fig. 6.9. Throughput versus number of users and average peak laser power per chip.

Finally, the impact of thermal noise on our proposed protocol is taken into
account in Fig. 6.9 [cf. equation (4.10)]. It can be inferred that by increasing the
average peak laser power up to -52 dBm, the receiver can tolerate the effect of the
performance degradation and achieves the same throughput as the ideal case

(considering only the effect of MAL).

6.6 Conclusions

In this chapter, we have proposed an optical random access CDMA protocol
based on a stop & wait ARQ. A mathematical description of this protocol has been
presented using a detailed state diagram. Several performance measures were
considered; namely, the steady state system throughput, the blocking probability, the
average packet delay, and the protocol efficiency. In our numerical calculations, we
have focused only on the effect of both MAI and receiver thermal noise. Both
correlation and chip-level receivers were also examined. Finally, a comparison
between our proposed protocol and the R®T protocol [7] was discussed. The following

concluding remarks can be extracted from our results.
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The performance of the proposed CDMA protocol using correlation receivers
is nearly close to that of the R®T protocol with chip-level receivers.

The proposed protocol outperforms the R®T protocol (in terms of the system
throughput and average packet delay) in high population networks, whereas
for smaller size networks the R®T protocol slightly outperforms the proposed
one.

Both protocols exhibit satisfactory blocking probability only for small traffic
loads. Furthermore, the average packet delay is acceptable under different
network parameters.

For larger interstation distances, the proposed protocol accommodates a higher
number of users. Also the quality of service (QOS) requirements can be
achieved in a larger dynamic range (wider range of users).

Our proposed protocol provides an improvement in the protocol efficiency for
both small and large population networks. Also it is clear that for an
interstation distance z =200 m, the efficiency of our protocol with N =70 is
as good as the efficiency of the R®T protocol with N =30.

We can tolerate the effect of thermal noise by reasonably increasing the
average peak power at the transmitter to -52 dBm, [37].

The complexity of the proposed protocol is significantly reduced compared to

the R®T protocol. Also the cost is reduced when using correlation receivers.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

In this thesis, we have first reviewed previous work on optical CDMA
communication systems. Both physical layer and data link layer of slotted optical
CDMA packet networks have been considered. By studying the performance of
different optical CDMA receiver structures, we have found out that for a large number
of active users in the network and for the same set of spreading codes, the effect of
MAI becomes considerable and thus, the performance of these receivers is
significantly reduced. There emerges a high need to design a robust data link layer
and MAC protocols for optical CDMA networks that ensure a fair access to the

network environment.

In this work, we have focused mainly on random access protocols and
solutions for LANSs, but many of the principles can also be used for access networks.
A physical star topology is used in our optical CDMA network. Compared to ring and
bus topologies, star networks offer a better optical power budget and are easy to
install, configure, manage, and troubleshoot. Optical orthogonal codes (OOCs) with
correlation constraints set to one have been used as the users’ signature codes to
ensure minimal interference level. Optical direct-detection CDMA and binary on-off

keying (OOK) have been implemented at the physical layer.

Most studies of optical CDMA use simple channel models where noise and
dispersion are neglected. One of the main objectives of this research was to study a
model where both thermal noise and dispersion, are taken into account. In Chapter 4,
the Gaussian approximation has been used to study the effect of thermal noise on the
performance of the round robin receiver/transmitter (R*T) protocol. Also the impact of
the dispersion on limiting the user bit rate has been also considered. We have proved
by numerical analysis that the effect of thermal noise dominates the performance only
for the case of low population networks, whereas the effect of MAI becomes
dominant for larger networks. The power penalty to be paid to overcome the

degradation in the performance has also been calculated.
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Also in this thesis we have suggested a queuing model for the R®T protocol in
order to enhance its performance especially at large population networks and at high
traffic loads. This is because in the R®T protocol it was assumed that each node is
equipped with only a single buffer to store only the message being served. Any arrival
to a non empty buffer was discarded; this of course gave rise to a high blocking
probability. In Chapter 3, we have derived an expression for the blocking probability
and demonstrated that the blocking probability can reach as high as 95% under certain
network conditions. A detailed state diagram for this modified R*T protocol has been
presented in Chapter 5 and has been analyzed using the equilibrium point analysis
(EPA) technique. Our results revealed that significant improvement in the steady state
system throughput and the protocol efficiency can be achieved by only adding a single
buffer to the system which does not add significantly to the network’s complexity.
Furthermore, the R®T protocol with a queuing subsystem exhibits an acceptable

timeout probability under different network parameters.

Finally, we have proposed an optical random access CDMA protocol based on
stop & wait ARQ in Chapter 6. A mathematical description of this protocol has been
outlined using a detailed state diagram. Several performance measures have been
considered; namely, the steady state system throughput, the blocking probability, the
average packet delay, and the protocol efficiency. The performance has been also
examined for both correlation and chip-level receivers. We have proved by numerical
analysis that the proposed protocol is less complex and significantly outperforms the
R®T protocol which is based on a go-back n technique. Our results have also showed
that the performance of the proposed protocol with correlation receivers is nearly
close to that of the R®T protocol with chip-level receivers, which reduces the overall

system cost.

7.2 Future Research Avenues

Although the objectives of this research have been achieved, it would be
interesting to see some of the aspects discussed in this thesis implemented in an
experimental set-up. Any experimental results can then be fed back to the simulation
model for further performance optimization and validation. Below, we present several

directions for future research in the area of optical CDMA networks.
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The design and evaluation of hybrid MAC protocols where nodes apply
different protocols according to the current traffic load.

Channel load sensing protocols (CLSP) and packet avoidance collision (PAC)
protocols can be applied.

The combination of error correction and traffic control by MAC can be studied
for further improvement in the performance of optical CDMA networks.
Studying optical random access CDMA protocols with larger buffers.

Two dimensional codes may be implemented to provide larger code sets with
lower interference levels.

Power control depending on the number of active users in the network may be
used to compensate for the effect of thermal noise. The effect of shot noise and

beat noise can also be included.
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