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Abstract—A signal-to-noise ratio estimator for OFDM signals
in Nakagami-m fading channels is proposed. This estimator can
be used with any signal constellation. It is an envelope-based
non-data-aided estimator that makes use of statistical-moments
of the received OFDM signals to get an estimate of the SNR in
time domain. A mathematical derivation of the estimator is given
and two main performance measures are evaluated, namely, the
bias and the mean-squared-error. Our results reveal that this
estimator works better in severe fading cases and has a good
performance with low bias and low variance in the range of
concern for communication systems.

Index Terms—OFDM, time-domain, SNR estimation, Nak-
agami fading, non-data-aided.

I. INTRODUCTION

Knowledge of the SNR at the receiver side is impor-

tant due to its significance for several Maximum-Likelihood

(ML) and Minimum-Mean-Square-Error (MMSE) techniques

used in modern communication systems. The importance of

knowing the instantaneous SNR increases with the use of

adaptive techniques, power control, mobile-assisted handoff

and feedback-assisted resources allocation. SNR estimators

can be categorized into Data-Aided (DA), Decision-Directed

(DD) and Non Data-Aided (NDA) estimators. DA estimators

like the ones represented in [4] use the transmitted pilot

symbols to get their estimates, the existence of pilot symbols

causes degradation in system throughput which is the main

disadvantage of this type of estimators; A DA estimator for

SIMO systems is proposed in [18]. DD estimators can be

considered as a special case of the DA estimators when the

pilot symbols are replaced with the output of the decoder. On

the other hand NDA estimators do not need any knowledge of

the transmitted signal which gives it an advantage of in-service

estimation. SNR estimators can be categorized in another

manner; I/Q-based and envelope-based (EVB) estimators. I/Q-

based estimators require coherent detection as they use in-

phase and quadrature components of the signal; I/Q estimators

use the Expectation Maximization (EM) algorithm to get the

Maximum Likelihood (ML) estimate [16], [17]. EVB estima-

tors can be used with an out-of-phase signal because they

only make use of the signal magnitude; this can be considered

as an advantage in cases where estimation is required before

synchronization or equalization. Lots of EVB estimators exist

for different channel models and different systems [1]-[15].

A moments-based estimator in Nakagami-m fading channel

is presented in [12]; This estimator does not work with PSK

signals and its formula changes with the change of the signal

constellation. For OFDM signals, an estimator that makes use

of some special properties of the cyclic prefix is presented

in [19], another estimator for OFDM signals that depends on

the frequency domain signal correlation is presented in [20]. In

this paper, we use the same concept as the one of [12], but we

apply it for OFDM signals. Our new estimator makes use of

the time domain received signal to get an estimate for the SNR

which is good for any algorithm that considers SNR as one

of its inputs and works on time-domain signals. In contrast

with the estimator in [12], our estimator is independent of

the transmitted signal constellation, this makes it work with

all types of signals including M -ary PSK. The rest of the

paper is organized as follows. Section II describes the system

model. Section III shows the derivation for the new estimator.

In section IV, simulation results are presented. Finally, the

conclusion is given in section V.

II. SYSTEM MODEL

Consider a digital communication system over a fading

channel:

rn = gnsn + wn, n = 0, . . . , N − 1 (1)

where rn is the received signal, N is the FFT size, gn is

the fading channel gain, sn is the transmitted OFDM signal

and wn is a complex zero-mean white Gaussian noise with a

variance equal to 2σ2
w. Here gn is modeled as a zero-mean

complex random variable and can be written as gn = |gn|ejφ
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with φ uniformly distributed between −π and π and |gn|
follows the Nakagami-m distribution:

f|gn| (|gn|) =
2

Γ(m)

(
m

α2
g

)m

|gn|2m−1
exp

(
−m|gn|2

α2
g

)
,

(2)

where α2
g = E(|gn|2), Γ(.) is the Gamma function, |gn| and

φ are independent. In addition, |sn| can be written as:

sn =
1√
N

N−1∑
k=0

xke
j2π kn

N , (3)

where k is the subcarrier index, xk is the baseband symbol

which is taken from any arbitrary constellation.

xk = Ik + jQk, (4)

where Ik and Qk are in-phase and quadrature components

respectively. According to the central limit theorem and with

a large N and assuming that xk has zero-mean and the

constellation power is normalized, it can be considered that

sn is a complex Gaussian random variable with zero-mean

and normalized power. This makes |sn| follows the Rayleigh

distribution.

f|sn|(|sn|) =
|sn|
σ2
s

e
− |sn|2

2σ2
s , (5)

where σ2
s = V ar(|sn|) = 1

2 following the assumptions stated

above. So, the SNR can be expressed as:

ρ =
α2
g

2σ2
w

(6)

III. PROPOSED ESTIMATOR

The idea is to get an estimate of the SNR using the ratio

between the different moments of the received time-domain

signal. The probability density function of rn, conditioned on

both gn and sn, is given by [21]:

p(|rn||gn, sn) = |rn|
σ2
w

exp

(
−|gn|2 |sn|2 + |rn|2

2σ2
w

)

× I0

( |rn| |gn| |sn|
σ2
w

)
,

(7)

where I0(.) is the modified bessel function of the first kind

and the order zero. This leads to:

E
[|rn|l] =

∞∫
0

2
l
2 Γ

(
l

2
+ 1

)
σl
w e−|sn|2

(
m

m+ ρ |sn|2
)m

× 2F1

(
l

2
+ 1, m, 1;

ρ |sn|2
m+ ρ |sn|2

)
d|sn|2

(8)

where 2F1(a, b, c; x) is the confluent hypergeometric func-

tion.

Here we will use the relation between fourth and second

moments of the signal to get the estimate of the SNR. Defining

z as the estimation parameter, we get:

z =
M4

M2
2 = f(ρ), (9)

Ml = E
[|rn|l] , (10)

ρ = f−1(z) (11)

as Ml is not available in practice, we can use the following

estimate using the received signal samples:

M̂l =
1

N

N∑
n=0

|rn|l, (12)

ẑ =
M̂4

M̂2
2 , (13)

And so

ρ̂ = f−1(ẑ) (14)

The inverse function can be implemented by using lookup

tables, polynomial approximation or direct formula. The inde-

pendence of this estimator of the signal constellation gives the

estimator the advantage of the use in adaptive systems as only

one inverse function is needed for all different constellations

used by the system.

A. Special case: m = 1 (i.e., Rayleigh fading)

E
[|rn|l] =

∞∫
0

2
l
2 Γ

(
l

2
+ 1

)
σl
w e−|sn|2 (

1 + ρ |sn|2
) l

2 d|sn|2,

(15)

M2 = 2 σ2
w

∞∫
0

e−|sn|2 (1 + ρ |sn|2) d|sn|2

= 2 σ2
w (1 + ρ),

(16)

M4 = 8 σ4
w

∞∫
0

e−|sn|2 (1 + ρ |sn|2)2 d|sn|2

= 8 σ4
w

∞∫
0

e−|sn|2 (1 + 2 ρ |sn|2 + (ρ |sn|2)2) d|sn|2

= 8 σ4
w (1 + 2 ρ+ 2 ρ2),

(17)

Then

z = 2
(1 + 2 ρ+ 2 ρ2)

(1 + 2 ρ+ ρ2)
, (18)

ρ =
z − 2

4− z
+

√
2
√
z − 2

4− z
, 2 < z < 4 (19)
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Fig. 1. Relation between the estimation parameter z and SNR.
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Fig. 2. Relation between the estimation parameter z and SNR for different
values of Nakagami-m parameter.

IV. RESULTS

The simulation is done using FFT size N = 214, 16-QAM

signal and m = 1, unless something else is stated. In Fig. 1,

we draw the relation between the estimation parameter z and

the SNR, one time by simulation using (13) and the other time

depending on the theoretical solution from (18), both cases are

almost identical.

Figure 2 shows the same relation but for different values

of the Nakagami-m parameter, it can be seen that the range

of change decreases with the increase of m, this means that

the estimator would have a better performance in severe fading

cases, i.e., the estimator would not work in the AWGN channel

(the case where m → ∞). Also from the figure we can

recognize that the relation saturates for very high and very low

SNR values. That is, the change occurs in the range from −5
dB to 15 dB which is the range of concern for communication

systems.

In Fig. 3, we used two different baseband constellations Q-

PSK and 64-QAM to show that the change of the signal con-

stellation has no effect on the relation. Also the figure presents

the relation in the frequency-domain, which is constant over

the whole range of the SNRs. This means that we cannot use
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Fig. 3. Relation between the estimation parameter z and the SNR for
Q-PSK and 64-QAM signals in both time- and frequency-domains.
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Fig. 4. Average estimated SNR versus true SNR.

the same estimation concept for frequency-domain signals.

Figures 4, 5, and 6 evaluate the performance of our estima-

tor. The estimator has a good performance in the range form

−8 dB to 8 dB, it is unbiased and have low error probability.

After this range the performance starts to degrade.

In Fig. 4, we draw the estimated SNR compared to the true

SNR, the estimator produces an exact estimation in the range

of the good performance.

Figure 5 represents the bias of the estimator, which is

the expected value of the estimator error, the estimator can

be considered unbiased in the low SNR range and the bias

increases with high SNR values.

In Fig. 6, we plot the Normalized-Root-Mean-Squared-

Error (NRMSE) for different signal constellations, which is

normalized by the investigated SNR range. In addition to the

low bias of the estimator in the low SNR range, the estimator

has low MSE, which means that it has a low variance, as

well. This makes the estimation results in Fig. 4 reasonable;

moreover, the NRMSE takes random values in the high SNR

range. This randomness can be clarified by refereing to Fig.

1, it can be recognized that the non-linear part of the curve

spans a wide range which means that any small variation
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Fig. 6. Average NRMSE of the estimator versus true SNR.

in the statistical estimates would cause a large error in the

estimated SNR. Also the simulated curve has more errors in

the high SNR range. This figure is another mean of proving

the independence of the estimator of the modulation scheme.

V. CONCLUSION

A new estimator, that can get an estimate of the SNR for

OFDM signals in time-domain with no need for knowledge of

the baseband constellation, has been proposed. A mathematical

derivation of the estimator has been given and two main

performance measures have been evaluated, namely, the bias

and the mean-squared-error of the estimator. Our results reveal

that this estimator works better in the more severe fading cases.

Indeed, it has a good performance with low bias and low

variance in the range of concern for communication systems.
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