Research Article

Vol. 11, No. 9/ September 2019 / Journal of Optical Communications and Networking 501

 E————
1
- k] 17
j‘i-ﬂ
Ll | b
™ -
: —_—
L i
]
s
= i
- |-
L T
1 - AT

Proposal and performance analysis of an optical
mode-division multiplexing random-access

protocol for data centers

HossAm M. H. SHALABY'?

"Faculty of Engineering, Electrical Engineering Department, Alexandria University, Alexandria 21544, Egypt
2Department of Electronics and Communications Engineering, Egypt-Japan University of Science and Technology (E-JUST), Alexandria 21934,

Egypt (shalaby@ieee.org)

Received 3 June 2019; revised 24 July 2019; accepted 30 July 2019; published 26 August 2019 (Doc. ID 369085)

A random-access protocol for optical direct-detection mode-division multiplexing networks is proposed. The
protocol is suitable for both data centers and on-chip communications systems. A mathematical description of

the protocol is developed using both a Markov chain model analysis and an equilibrium point analysis. Several

performance measures—specifically average network throughput, average packet delay, and average blocking
probability—are derived. In our analysis, the effects of both multiplexing crosstalk and receiver noise are taken
into account. The effect of several design parameters on the obtained performance measures are examined with
the aid of a set of numerical examples. © 2019 Optical Society of America

https://doi.org/10.1364/JOCN.11.000501

1. INTRODUCTION

Mode division multiplexing (MDM) techniques are promis-
ing runners to meet the increasing traffic demand on optical
networks, data centers, and on-chip communications [1-4].
Integrated photonic interconnect technology is more suit-
able for both data centers and on-chip communications.
Indeed, this technology is free from the bandwidth-distance
limitation that exists in electrical interconnects, making it a
potential alternative for next-generation scalable data centers
[5]. Accordingly, it is required to switch and route MDM
channels through a reconfigurable network, which, when com-
bined with wavelength division multiplexing (WDM), allows
a more than 4 Tb/s data transmission rate on a multimode
waveguide [4].

A large number of mode division (de)multiplexers have
been proposed and implemented on silicon-on-insulator
(SOI) platforms (e.g., microring resonators [6], Y-junctions
[7], multimode interferometers [8], adiabatic couplers [9],
asymmetrical directional couplers [10,11], bidirectional Bragg-
grating-supported couplers [12—14], flying-bird mode-division
demultiplexers [15], and photonic crystal based [16]).

In addition, a few reconfigurable approaches for mode divi-
sion (de)multiplexing have been proposed for SOI platforms,
which include microrings [4,17], multimode interference
(MMI) couplers [18,19], Mach—Zehnder interferometers
(MZIs) [20], and triple-silicon-waveguide directional couplers
[21]. In [4], Stern et al. have proposed a 1 x 2 multimode
switch for routing four data channels using reconfigurable
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microring mode (de)multiplexers. The device has a crosstalk
of —16.8 dB and an aggregated bandwidth of 40 Gb/s. Melati
et al. have reported a reconfigurable (de)multiplexer based
on a balanced MZI with two 2 x 2 MMIs and a phase shifter
(thermo-optic heater) [18]. They have measured a crosstalk
of —20 dB and an operational bandwidth of at least 10 nm.
In [17], Wang and Dai have proposed and demonstrated an
on-chip reconfigurable optical add-drop multiplexer for both
MDM and WDM simultaneously. It integrates a mode demul-
tiplexer, four tunable microring resonator switches, and a mode
multiplexer. In [19], Priti and Liboiron-Ladouceur have used a
thermo-optically tuned MMI coupler, in which an aggregated
bandwidth of 20 Gb/s is achieved at a BER of 107'% with a
crosstalk of —20 dB. Sun ez al. have proposed and experimen-
tally demonstrate an integrated tunable mode filter based on
an SOI platform [20]. Their device consists of two switchable
mode exchangers using an MZI and a fundamental-mode pass
filter. The experimental results have shown that the extinction
ratio and insertion loss are about 18 dB and 3 dB, respectively,
in the wavelength range from 1530 nm to 1565 nm. Jiang
et al. have proposed and optimized a reconfigurable mode
(de)multiplexer based on a triple-silicon-waveguide directional
coupler, consisting of a central waveguide with a Ge;Sb,Seq Te;
(GSST) upper layer and two outer silicon waveguides [21].
The device has a compact length of 17.65 pm, insertion losses
of 0.16 and 0.96 dB, and mode crosstalk of —15.91 and
—26.97 dB in ON and OFF states, respectively.
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During the long period of research in the field of optical
MDM systems, most focus has been oriented toward the physi-
cal layer of the communication network, and we know of no
studies of the network or link layer, although this is an essential
part in the design of next generation data centers. Accordingly,
in this paper, we propose an optical mode-division multiplex-
ing random-access link layer protocol suitable for both data
centers and on-chip communications. Although no previous
MDM link layer protocols exist, there have been many pro-
posals of WDM and code division multiplexing random access
protocols in the literature. Among them are slotted Aloha and
reservation Aloha [22], round robin receiver/transmitter [23],
stop-and-wait automatic repeat request [24], and selective
retransmission [25]. In the selective retransmission technique,
only corrupted packets are retransmitted at the end of the
message, which makes it more efficient than other protocols.
This motivates us to build our proposed MDM protocol based
on this technique.

We develop a mathematical model and a theoretical study of
the system performance of the proposed protocol. The effect of
MDM crosstalk on the bit error rate (BER) is determined and
taken into consideration in the system performance. Several
performance measures are examined in this paper—specifically,
the average system throughput, average packet delay, and aver-
age blocking probability. We adopt two theoretical methods
in our derivations: the Markov chain model analysis and the
equilibrium point analysis (EPA). The effects of both multi-
plexing crosstalk and receiver noise are taken into account in
our analysis. Finally, a numerical study of the derived perform-
ance measures that takes into account the effect of changing
several design parameters is presented.

This paper has six sections. In Section 2, we introduce a
basic description of the system architecture, along with the
proposed link-layer protocol. A mathematical model and
theoretical study of the system is presented in Section 3.
Specifically, derivations of both steady-state system through-
put and average packet delay are given using a Markov chain
model analysis. In our analysis, the effects of both multiplexing
crosstalk and receiver noise are taken into account. To study
the effect of message length on system performance, an EPA
and a basic description of the state diagram of the proposed
protocol are presented in Section 4. The average message delay
is also derived in this section. Section 5 is maintained for a
numerical study of the derived performance measures, taking
into account the effect of changing several design parameters.
Finally, we give our conclusion in Section 6.

2. SYSTEM ARCHITECTURE

The basic architecture of an optical MDM network is shown
in Fig. 1. It is composed of a set of N nodes or servers, a mul-
timode optical interconnect cloud, and a set of TE modes

MY (TEy, TE,, ..., TEyx_1).

The type of transmission is a sort of broadcast-and-select,
where a message transmitted by any node is received by all
other nodes. Each node selects the appropriate message accord-
ing to the protocol proposed below. We assume that nodes are
located uniformly from each other so that the near-far effect

can be neglected and each node can be assumed to receive

an equal amount of transmitted power. In other words, the
broadcast-and-select architecture is implemented here using
a star topology [22,26], although ring and bus topologies
can also be adopted. Modes are assigned to all nodes a priori
(i.e., when a node subscribes to the network, it is given a
mode from M). Each node is equipped with a fixed mode
multiplexer and a tunable mode demultiplexer (FI-TR).
The transmitter generates an optical Manchester signal that
represents its data. The tunable receiver is able to tune to any
mode of all other transmitters. Following the protocol given
below, the receiver of a node would filter out the undesired
modes and pass the desired mode to a burst-mode reception
to recover the transmitted packets. Burst-mode reception is
suitable for many high-speed optical multiaccess networks
[e.g., time-division multiple access (TDMA) passive optical
networks and wavelength-division multiple access (WDMA)
optical star networks] [27,28].

A. Proposed Optical MDM Protocol

Here we introduce the protocol description and its modeling
assumptions.

1. Modeling Assumption

We have the following assumptions in our model for the optical
MDM protocol:

¢ Time is slotted with slot size 7;.
* Messages arrive at a station (or node) with probability 4,
also called node activity.
* A message is composed of a number of packets.
1. A packet is composed of K bits. One packet should fit
in a time slot. Thus, the packet time slot 7, = K 7,
where 7}, is the bit time duration.
2. Message lengths are geometrically distributed with an
average message length of L slots.
3. Message lengths are used to model connection holding
times of the system circuits.
* Fach node is equipped with a memory to store the mes-
sages. The memory is freed once the stored messages are trans-
mitted successfully.

2. MDM Protocol Description

The proposed optical MDM protocol is summarized as
follows:

* When a node has a message to transmit, it first transmits a
connection request to the destination station.

* The receiver of an idle station scans across all modes for
connection requests in a round-robin (or polling) manner.

* At any time slot, if there is a connection request at a cer-
tain mode, the station proceeds to send an acknowledgment.

o If there are no requests and there is a message arrival, the
station tunes its receiver to the destination mode and transmits
a connection request on its sighature mode.

* Once an acknowledgment is received, the station pro-
ceeds to transmit its message packet by packet (each packet
occupies a time slot).
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* Ifa message is received successfully at the destination, the
receiver transmits a positive acknowledgment.

In what follows, we incorporate the above protocol in a
complete optical direct-detection system and analyze its per-
formance. In our analysis, we are focusing on performance
degradation due to both multiple-access interference and
receiver shot and thermal noises.

Three main performance measures are evaluated: the aver-
age network throughput B, which determines the average
number of successfully received packets within one packet
slot; the average packet delay D, which can be evaluated using
Little’s formula [29]; and the blocking probability, which is
determined using EPA.

B. Specific System Model

We consider a synchronous MDM network composed of
N nodes (or information sources). The nth information
source, n€{0,1,..., N—1}, generates an independent
and identically distributed (iid) binary data sequence {d,},
where 4, € {0, 1} and Pr{d, =0} =Pr{d, =1} = 1/2. This
sequence modulates the intensity of light pulses emitted from
a light source. In addition, each node is assigned a unique TE
mode selected from the set of modes {TEq, TE;, ..., TEy_;}.
Specifically, node #, n € {0, 1, ..., N — 1}, transmits its data
on the TE, mode only. We denote the optical source frequency
and bandwidth by f; and Av, respectively, and the average
node power by P,,. In our analysis below, we assume that
the zero’s node is the desired node. At the receiver side of the
desired node, a tunable detection scheme is used [20,30] that
detects the received signal from node n€{1,2,..., N—1}
(i.e., 7 # 0). The detected photocurrent is then time averaged
to give the decision current. Finally, this decision current is
examined to decide on the data.

3. THEORETICAL ANALYSIS USING THE
MARKOV CHAIN MODEL

In this section, we adopt a Markov chain model to determine
both average network throughput and average packet delay.
We assume that all N nodes are having the same average

activity A. Upon a successful connection request, a node trans-
mits a packet (with probability A) using its signature mode
at the beginning of a time slot to the destination. Here, the
message is composed of one packet (L =1 packet) and the
length of a packet is X bits and corresponds to a slot duration.
The intended receiver, once it receives a packet, transmits an
acknowledgment to the sending node, indicating whether the
packet is received successfully or not. If not, the transmitter
enters a backlog state and retransmits the packet after a geo-
metric distributed random delay time with average & slots.
Because of the very short distances between the transceivers
(of data centers and on-chip nodes), the transmission times for
requests and acknowledgment control are neglected. Although
we impose this assumption here to make the mathematics
tractable, we relax it when analyzing the system using the EPA
method in Section 4.

Assuming that at a given slot the number of backlogged
nodes is 7 € {0, 1,2, ..., N}, the offered traffic and system
throughput are

G(”)I(N—ﬂ)A+§=NA—n(A—$>,

N—n n

Bm) =" (i + ) Peracli + ) Pu(ilm) Pa(jlm). (1)

j=0 i=0

respectively, where the factor 1/4 is the activity of a backlogged
node. Here, P.p,c(S) denotes the probability of a packet’s
success given S active nodes, S € {1, 2, ..., NV}. Also, P (j|n)
and Ppi(i|n) denote the probabilities of ; thinking (transmit-
ting new packets) and 7 backlogged nodes, respectively, being
active at a given time slot with 7 backlogged nodes. These are
given by

Pi(jln) = (N]_ ”) Al (1= AN,

non=(1)(3) (1-3) @

where j €{0,1,..., N—n}and7€{0, 1, ..., n}.
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A. Statistics of Photocurrent

Assuming that there are S active nodes, S € {1, 2, ..., NV}, the
resultant incident field on desired node photodiode PDy can be
written as

S—1

Er(r)= Z \/ Png(t — dnr)ej[wchF(f)n(f)]

n=0
S—-1
RS g dy B, @)
n=0

where Py=2Py; w.=2nf; t=1,/2; §&,=P,/Py,ne
{0,1,..., 8 —1}, is the crosstalk to node 0; g(#) is a nor-
malized envelope of a single-node light field of spectral width
Av; and ¢,(z),n€{0,1,..., S —1}, is the phase of the
light source of the nth node, assumed to be a Wiener process
[31,32]. We assume that g (¢) has the following properties:

g(1)=0; if ¢ [0, 7],

%/ng(t)dtz 1. (4)

0

If the photodiode responsivity is denoted by R, then the aver-

age currents (over half-bit durations) of PDj are given by

R U+

lj=— |Er(n)|dt, (6)
T

JjT
for j € {0, 1}. Using Eqgs. (3) and (5), we get

2

RP, [U+DT S—1 .
1]=T i ;g(ﬁ—dnf)\/é_”€]¢”(t) dr. (6)

Expanding the last equation, we get

S—1
1]=RPO [le_]_dnlgn
n=0
§-2 S§-1
+2) 0 > VEEN—j—dl N —j—d,
n=0 m=n+1

1 U+Tbr
X;/ g7t —jT) cos (¢, (2) — ¢m(t))dl‘] .M
J

We define the following random variable for any j € {0, 1} and
anyn, m€{0,1,..., 85— 1} with n # m as

©def 2 (e 2 .

Xim =~ / g (= jt) cos (¢a(2) — $u(1)) dz.  (8)
j

Substituting in Eq. (7), we get

S—1

I;=RPy [Zu — j — dyl&,

n=0

§-2 S-1

n=0 m=n+1

Research Article

Using [32] and [31], the mean and variance of X;{m are

def i
i, B, =0,

2 def i
axj =var{y/ }

1 G+t /(j+l)t
w2 Jjr jr
le—u]
X g2(t — j‘c)g2(u - jt)e_sztdu, (10)

respectively, where 7, is the coherence time. For the special case
where g (¢) is a rectangular envelope Eq. (10) reduces to

7= 1= (=)
=0’ (11)

To get the expected value of /;, we use Egs. (10) and (11) in
Eq. (9), taking into account the independence of the random

variables X7,

S—1
i, YR =RP [Z I —j—dnlén}
=0

S—1
=RP0[|1—j—do|+2|1—j—dn|sn]. (12)

n=1

Assuming that the crosstalk &, = £ for any nef1, 2, ... ,5—1},
we get

i, =RPy (11— j —do| +x;] (13)

where we define the interference random variable « ; as

S—1
def .
K=Y 11— j—d,l (14)
n=1

forany ; € {0, 1}. Noticing that

S—-1
kot k=Y (1—d|+|dh=S—1,  (15)

n=1

. . def
it follows that the interference random vector k = (ko, k1) fol-
lows a binomial distribution:

1 (S—1)

Pe(t) = — > 1
(E) 25_1 Z()'El‘ (6)

where the vector £=(£y,¢;)€{0,1,...,5—1}* with
£o+£; = § — 1. The variance of /; can be easily evaluated as

def
012], =evar{[]~}

= (RPy) o} [5|1 —j—dlk; +SZW] . (17)
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B. Statistics of the Decision Current

From the discussion in the last section, the decision cur-
rent Ip=1; — Iy has the following mean and variance,
given desired node bit 4y=6¢€{0,1} and interference
k=4£= gy, £1) E{O, 1,...,85— 1}2With€0+gl =5—1:

My =RP[(26 — 1) + & — £y)],
01;2,11 = UI%HN\M + Gs%qu + ‘7%’ (18)

respectively, where 01311N| bt asil 40> and o7 are the phase-
induced intensity noise (PIIN), shot noise, and thermal noise
variances, respectively. These are given by

2 2 2
OpIN|be =T, T O,

= (RPy)’02 [E(1 — b)Ly + EbL,
2 (Lol —1) &4 —1)
e ( =D, b )]

Usiw,e =2¢B, (“11 + Mlo)

=2€BeRP() [1+€(S_1)]7

07 =4kyT°B,/R; x2=8kyT°B,/R;, (19)

respectively. Here e = 1.6 x 107! C is the electron charge,
kp=1.38 x 1073 J/K is Boltzmann’s constant, B, =1/2t1
is the receiver electrical bandwidth, 7° is the receiver noise
temperature, and R is the receiver load resistor.

C. BER and Packet Success Probability

The bit-error probability 2,p;, can be written as

Pu=5 Y

2€{0,1,...5—1}2,
Lo+01=5—1

[P€|K,d()('€’ 1)

+Pe|/(,u'0 (Z, 0)] PK (£)7 (20)

where P, 4, (£, b) is the conditional bit error rate (BER) given
k=£ec{0,1,...,5—1}* interferers and that the desired
node has sent data bit dy = b € {0, 1}. The last BER can be
casily simplified to

Pepie(S) :% Z P (€) erfc( Ml’[2> . (21)

o
€e(0,1,.,5—1)2, 1ev/2
Corli=S—1

Accordingly, the average packet success rate given S active
nodes is evaluated as

Pepac(S) = [1 — Poic(S)]F. (22)

D. Steady-State Performance

To obtain the steady-state throughput and average packet
delay, the above system can be described by a discrete-time
Markov chain [33]. The chain consists of V+ 1 states depend-
ing on the number of backlogged nodes n€{0,1..., N}.

The transition from one state to another occurs on a slot-by-
slot basis. We determine the transition probability P,,, from
state 7 to state m, where n, m € {0, 1..., N}, of backlogged
nodes as follows. Let £ and / denote the number of thinking
and backlogged nodes, respectively, being active at state 7. It is
obvious that there are # — / backlogged nodes that are still idle
and cannot succeed in transmission. For the system to jump
to state m, m — (n — /) =/ + m — n nodes have to fail out
of k 4+ / transmitting nodes. The remaining # — m + 7 nodes
have to succeed. Thus we obtain the transition probability for
the system as

" N k+1
Po= 3% mamnn (5

[=0V(n—m) k=0V(m—n)

x PEmin e 4 D1 — Popye(b+ D17,

cPac

(23)

where x V y denotes the maximum of the two numbers x and
y. A stationary probability distribution 7, € {0, 1, ..., N},
always exists for the above irreducible Markov chain and can be
obtained from the following set of equations:

N

Znn = 17

n=0

N
Znan,,:nm, Vme{0,1,..., N}. (24)
n=0

The steady-state system throughput 8 and average offered traf-
fic G are given by

N
B=Y B,
n=0
N
G= Z G(n)7,, (25)
n=0

respectively. Finally, the average packet delay D can be
determined from [29]

G
D=—. 26
5 (26)

4. EQUILIBRIUM POINT ANALYSIS

To study the effect of message length L on the system perform-
ance and determine the blocking probability, we adopt the EPA
technique, which simplifies the problem and makes it more
tractable. In this technique, the system is always assumed to
be operating at an equilibrium point [34,35]. In other words,
at any time slot, the expected number of nodes entering any
state is always equal to the number of nodes departing from
the state. In addition, EPA allows us to consider the effect of
the control plane exchange (including the transmission times
for both requests and acknowledgments), which has been
neglected in Markov chain model.
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Fig.2.  State diagram of the proposed optical MDM protocol.

The state diagram of the proposed protocol is shown in
Fig. 2. The states are labeled by the number of their nodes and
are defined as follows:

o Initial state, m: A node is in state m if its receiver is scan-
ning across the modes. Once tuned to a particular mode, if the
station finds a request on that mode (an event that occurs with
probability p), it proceeds to send an acknowledgment. If there
is no request and there is an arrival (that occurs with probabil-
ity A), the station enters the requesting state. If there is neither a
request nor an arrival, the station remains as is.

* Requesting state, q: If there is a message arrival and no
request, the station proceeds to send a connection request and
tunes its receiver to the mode of the destination. If the station
receives an acknowledgment (with probability y), it enters the
transmission state. If no acknowledgment is received, the station
is timed out and goes back to the initial state 7.

* Acknowledgment state, a: The station enters this state
after the arrival of a connection request. The station sends
an acknowledgment to the requesting station and enters the
reception state.

o Transmission state, Sg: The station is in this state if it is
transmitting its first packet of its new L-packets message. After
sending its first packet, the station enters a sequence of L — 1
states for transmitting the rest of the message (one state for
each packet). All of these states have the same number of nodes
as that of S;. After transmitting the last packet, the station
receives an acknowledgment about the status of the received
packets. If the status indicates a successful transmission, the
station returns to the initial state 7. If the status indicates an

unsuccessful transmission of 7 failed packets, 7 € {1, 2, ..., L},
the station enters the backlogged state B; and starts retrans-
mitting the failed i packets. This process continues until the
successful transmission of all packets.

* Backlogged state, B,: A station is in state B,
nefl,2,..., L}, if it is retransmitting the first packet of
its 7 backlogged packets. After sending this packet, the station
enters a sequence of 7 — 1 states to retransmit the rest of the
backlogged packets. All of these states have the same number of
nodes as that of B,,. The station retransmits its first packet after
waiting for a random delay time with an average of 4 slots.

* Reception state, R;: The station enters this state if it is
receiving the L-packets message for the first time. If all packets
are received successfully, the station sends an acknowledgment
to the transmitting station and returns to its initial state. If one
or more packets are damaged, however, the station sends an
ask-for-retransmission and enters a backlogged reception state
that depends on the number of failed packets, like that of the

backlogged transmission state.

A. Performance Analysis

From Fig. 2, we can write the following set of flow equations:
Ry =a=pm,
g=A0 - pm.
S1=vq. (27)
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Noticing that the number of nodes receiving new messages
should be equal to the number of nodes transmitting new
messages, we get

R; =S,
pm=yq. (28)
Substituting for g from Eq. (27), we get
yA(l —p)=p. (29)

The probability that a request is found by a scanning node p
is equal to the probability that another node is in a requesting
state ¢ so that

g _AQ—p) _AQ—p) R _

_ . _A1-p) St
NT TN N »

N p’
(30)

where we have used Egs. (27) and (28) to justify the last two
equalities. It can be noticed that Eq. (30) is a second-order
equation in p, for which a solution is easily found by

p=%[\/u2+74u—u],

A @

where u =

B. Number of Nodes in Backlogged States

The number of nodes in the backlogged state i, 7€
{1,2, ..., L}, is determined recursively from the flow equation
at state B;:

L
Bj =S, Pri + Z B, P, (32)

n=i

where P,;, ne€{1,2,...,L} and 7€{0,1,...,n}, is the
probability of finding 7/ damaged packets out of 7 received
packets:

Pyi= (”) PRI = Pa(DY,  (33)

where 7 is the total number of active (or transmitting) nodes:

L
T=LS +) (n+d)B, (34)

n=1

where d is the average backlogged delay defined before. The
average number of nodes in state S; can be evaluated by the
requirement that the total number of nodes in all states is equal
to IV:

N=m+a+q+2T

L
:m+a+q+2|:LSL+Z(n+d)Bn]. (35)

n=1

The factor of 2 in the last equation is because the number of
receiving states is equal to that of transmitting states. The first
three terms in Eq. (35) are given by

m4a+qg=m+pm+ A — p)m

=[1+p+ A1 - p)] %- (36)

C. Steady-State Throughput
The steady state throughput (N, K, A, L) is defined as the

number of successfully received packets per slot:
IB(N7 Ka A7 L): TPcPac(T)a (37)

where 7 is the total number of transmitting nodes, which is
determined so the total number of nodes in all states is equal to
N as described above. Also, the average packet delay is given by
D= NA/B.

D. Blocking Probability

The blocking probability Ppjecking is defined as the probability
that an arrival is blocked. Accordingly, it is equal to the prob-
ability that the station is in the initial state 7 but there is a
request for connection, and at the same time there is a message
arrival 4, or the station is not in the initial state 7 and there is
a message arrival A:

m m
Pblocking = N/OA + (1 - N) A

m
=A-3Ad—-p)=A-p, (38)

where, we have used Eq. (30) to justify the last equality.

5. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed
protocol using our developed measures given in previous sec-
tions. Here are the main parameters used in the evaluations:
The data bit rate is R, = 0.5 Gb/s, the linewidth of the light
source is Av =50 kHz, its coherence time is 7, = 1/Av, the
receiver noise temperature is 7° =300 K, the receiver load
resistance is R, = 1 k2, the photodiode responsivity is R = 1,
and the average received power is P,y = —10 dBm.

—>—PPM, ¢=-18 dB
——PPM, ¢=-16 dB
—O—PPM, ¢=-14 dB
—0—PPM, ¢=-12dB
——PPM, ¢=-10dB
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We start by evaluating the BER for different
numbers of active nodes § and crosstalk ratios & €
{—18, —16, ..., —10} dB. The results are plotted in Fig. 3.
It is clear from the figure that the crosstalk seriously affects the
BER performance. For example, at a BER of 1075, the sup-
ported numbers of active nodes are about 6, 4, 2, 2, and 1 for
crosstalk of —18, —16, —14, —12, and —10 dB, respectively.
Increasing the average power is not useful here as the system
exhibits an error floor.

In Fig. 4(a), the throughput is plotted versus the average
activity when assuming the same thinking and backlog activ-
ities 1/d = A. The number of available nodes is N=14
and the crosstalk ratios are & € {—16, —14, —12, —10} dB.
Although N =14 provides a poor BER as shown in Fig. 3,
due to the burst nature of the network, not all subscribers are
active at the same time. This depends on the activity 4. A
general trend of throughput is noticed, where it increases as A
increases until it reaches a maximum value and then decreases
when increasing A further. Indeed, as A increases above 0,

more packets become available for transmission with a low
interference (low number of active nodes) and the throughput
increases until it reaches a peak. As the node activity increases
further, the effect of multiple-access interference becomes
significant and packet failures become more probable, leading
to a throughput decay. The maximum achievable throughput
is significantly dependent on the crosstalk level. For example,
at £ = —16 dB, this maximum is seven packets/slot, which is
achieved at A = 0.68, while the maximum is only 4.25 pack-
ets/slot achieved at A =0.44 when & = —14 dB. It is worth
mentioning that the maximum achievable throughput cannot
increase above seven packets/slot for this network of N =14
nodes, where half of the nodes are transmitting and the other
half are receiving. The corresponding average packet delay
is plotted in Fig. 4(b) versus throughput when varying the
average node activity. It is clear from the figure that the packet
delay increases slowly when increasing the throughput until a
point where throughput reaches its maximum. After this point,
the packet delay grows fast. Indeed, after this point, packet
failures become more probable and retransmissions become
more frequent.

Figures 5(a) and 5(b) are similar to Figs. 4(a) and 4(b), but
they assume an average backlogged delay 4 = 2 slots independ-
ent of the node activity A. There is a difference in the general
trend of the throughputs in Fig. 5(a). If the crosstalk is not
that high (e.g., £ € {—16, —14} dB), after the throughput
reaches its peak, it does not decay that fast and becomes almost
constant because here the offered traffic G(n) [cf. Eq. (1)] for
large activities A > 1/d is less than that for the previous case.
This situation in turn introduces less interference and hence
slow-decaying throughput. In contrast with the previous case,
here the average packet delay in Fig. 5(b) does not grow fast
after throughput reaches it maximum. Indeed, here the packet
failures become less probable and retransmissions become less
frequent because of reduced offered traffic.

The effect of changing the packet length X on the network
throughput is studied in Fig. 6 for average backlogged delays
d=1/Aand d =5, Figs. 6(a) and 6(b), respectively. The fig-
ures are plotted versus number of active nodes at a fixed activity
A =0.5 and a fixed crosstalk £ = —16 dB for different packet
lengths K € {128, 256, 512, 1024} bits. The figures show that
at small numbers of active nodes, increasing the packet size
has no effect on throughput, while, at large numbers of active
nodes, increasing the packet size would reduce the throughput.
This can be explained by examining Eq. (22), where, for large
numbers of active nodes, the BER decreases and the packet
success rate P.p,. decreases by increasing the packet size K.
This leads to more packet failures and reduced throughput.

Finally, the effect of changing the message length L on the
network throughput, average delay, and blocking probability
is studied in Fig. 7 for average activities A =1/d =0.5 and
network size N =14 nodes. It is clear from Fig. 7(a) that the
throughput always reaches a saturation value as L increases
without limit. Indeed, if nodes have messages of unlimited
length to transmit, every node will be busy either transmitting
or receiving messages and there is no change in the interference
pattern. It is easy to verify that the asymptotic limit in this case
is given by (N/2) P.p,.(IN/2) independent of the activity A.
Indeed, for any A > 0, messages keep arriving to new nodes
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that start transmitting and never stop. After a large enough
number of slots, half of the nodes have long messages being
transmitted to the other half. It can be concluded that small
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message lengths are suitable for systems with high crosstalk,
while the inverse is true for systems with small crosstalk.
Figure 7(b) confirms this conclusion as the delay increases
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dramatically when increasing the message lengths for systems
with high crosstalk, while the inverse occurs for systems with
small crosstalk. The price paid in this case is the increase of
blocking probability, as can be seen from Fig. 7(c). Indeed,
nodes are now busy transmitting (or receiving) their long mes-
sages and cannot accept any more arrivals or send any more
requests.

6. CONCLUSION

A random access protocol for optical direct-detection MDM
networks has been proposed, and its performance has been ana-
lyzed and evaluated. Several performance measures—namely,
average system throughput, average packet delay, and average
blocking probability—have been derived based on both the
Markov chain and equilibrium point analysis methods. In
our analysis, we focused on the effect of both multiple-access
interference and receiver noise, which is applicable for both
data centers and on-chip communications systems. The effect
of several design parameters on the system performance mea-
sures have been investigated and presented numerically for the
proposed protocol. The following concluding remarks can be
extracted from our results. Optimum values that maximize the
throughput always exist, which are dependent on the number
of active nodes and interference (crosstalk) patterns. These
optimum values are also reachable by increasing the message
lengths, for the case of small crosstalk, independent of the node
activity. Small message lengths are suitable for systems with
high crosstalk, while the inverse occurs for systems with small
crosstalk.
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