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Abstract—A random-access protocol for an optical direct-de-
tection code-division-multiple-access (CDMA) packet network is
proposed. This protocol is called a round-robin receiver/transmitter
( 3 ) protocol. A mathematical description of the protocol is pre-
sented using a detailed state diagram. Several performance mea-
sures, namely, steady-state system throughput, protocol efficiency,
and average packet delay, are derived based on the equilibrium
point-analysis technique. The effect of several design parameters
on the above performance measures have been examined with the
aid of a set of numerical examples. In our numerical calculations
chip-level models have been adopted at the receiver side. Our re-
sults reveal that an efficiency of more than 90% can be reached
easily with mild system parameters. Further an asymptotic effi-
ciency of 100% is also achievable.

Index Terms—Chip-level receivers, code division multiple access
(CDMA), direct-detection optical channel, on–off keying, optical
CDMA, optical CDMA protocols, optical link layer, optical net-
works, random-access protocols.

I. INTRODUCTION

DUE to the vast bandwidth offered by the optical fibers and
the extra-high optical signal processing speed bestowed

by the optical components, optical code-division-multiple-ac-
cess (CDMA) techniques have been given an increasing interest
in the last decade [1]–[17]. In addition, optical CDMA tech-
nique has several advantages over other multiple access tech-
niques, e.g., unnecessary time synchronization and frequency
management, simple communication protocols, complete uti-
lization of the entire time-frequency domain by each subscriber,
flexibility in network design, and security against interception.
Consequently, a large number of simultaneous users can be ac-
commodated in local- and metropolitan-area networks (LANs
and MANs) that employ optical CDMA techniques.

During the last and long period of research in the field of
optical CDMA networks, however, most authors have focused
on the physical layer of the communication network and only a
few of them [13]–[17] have studied its network or link layer.

In [17], we have proposed two different protocols for slotted
optical CDMA packet networks that needed pretransmission co-
ordination. A variant of one of these two protocols that does not
need pretransmission coordination has also been described in
[17]. In our analysis of the performance of these protocols, we
have oversimplified the system in order to have some insight on
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the problem. Indeed we neither answered the following ques-
tions, nor did we take their effect on the performance evaluation
in [17]:

1) how the transmitter deals with multipacket messages;
2) how the transmitter responds to an arrived message;
3) how the transmitter manages lost packets or packets re-

ceived with errors;
4) how the receiver responds to a request for communica-

tion;
5) how the propagation delay and transmitter/receiver tuning

time affect the network performance.
In this paper, we aim at answering the above questions and ex-
ploring their effect on the overall performance. To answer the
above questions we first describe the detailed architecture of an
optical CDMA network. Next we propose a new optical CDMA
protocol that takes care of the above questions. To explore the
effect of these issues on the network performance, we face a
prohibitively large number of states, which makes the problem
analytically intractable. Fortunately, the equilibrium point anal-
ysis (EPA) technique significantly simplifies the problem and
makes it more tractable. In this technique, the system is always
assumed to be operating at an equilibrium point [18]–[20]. That
is at any time slot, the expected number of users entering any
state is always equal to that departing from the state.

A. System Architecture

The basic architecture of our optical CDMA network
is composed of a set of nodes or users, an optical star
network, and a set of optical-orthogonal codes (OOCs)

with cardinality . The cardi-
nality depends on the code length , the code weight ,
and both the out-of-phase autocorrelation and cross-correlation
constraints , , respectively. Traditionally ,
which gives [1], [2]

(1)

where denotes the largest integer not greater than . Since
under normal situations the network users send their data in a
burst mode, i.e., they are not all active at the same time, we
allow the total number of users to exceed the number of avail-
able codes, . Codes are assigned to all users a priori.
That is when a user subscribes to the network, it is given a code
(possibly used) randomly from . Furthermore, the code is ran-
domly cyclic shifted around itself once assigned.

Each user is assigned a fixed CDMA encoder and a tun-
able CDMA decoder (FT-TR). The transmitter is able to gen-
erate an optical ON–OFF keying CDMA (OOK-CDMA) signal
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(according to its signature code) that represents its data. The
tunable receiver is able to tune to any code of all other trans-
mitters. The structure of OOK-CDMA tunable receivers has
been thoroughly studied in [6]. Indeed, Zhang [6] has used a
set of electrooptic switches in his receiver implementation. He
has shown that for a code with length and weight , only

switches are required, where denotes
the smallest integer not less than . In addition he has shown that
the reconfiguration time of his tunable receiver is very fast and
can be as low as 20 ns.

B. Optical CDMA Protocol

We impose the following assumptions in our model for op-
tical CDMA protocol:

• time is slotted with slot size ;
• messages arrive to a station (or node) with probability ,

also called users activity;
• message is composed of a fixed number of packets, ;
• packet is composed of bits. One packet should fit in a

time slot; thus the packet time slot , where
is the code length and is the chip time duration;

• each node has a single buffer to store a message; any ar-
rival to a nonempty buffer is disregarded;

• nonempty buffer is freed once the stored message is trans-
mitted successfully;

• node that has a message to transmit, first transmit a con-
nection request to the destination station;

• receiver of an idle station scans across all codes for con-
nection requests in a round-robin (or polling) manner;

• at any time slot, if there is a connection request at a certain
code, the station proceeds to send an acknowledgment;

• if there is no requests and there is a message arrival, the
station tunes its receiver to the destination code and trans-
mits a connection request on its signature code;

• once an acknowledgment is received, the station proceeds
to transmit its message packet by packet (each packet oc-
cupies a time slot);

• every time a packet is received successfully at the destina-
tion, the receiver transmits an acknowledgment;

• transmitting station follows a go-back protocol for its
transmission with depending on the propagation time;

• two-way propagation time is assumed to be equal to time
slots;

• transmission times for requests and acknowledgment data
are neglected.

C. Chip-Level Receiver

Because of its superiority over the correlation model,
we assume that the decision rule of any receiver depends
on the chip-level model [9], [17]. That is, a data bit 1 is
decided if the number of pulses in each weighted chip ,

, of a code is nonzero [9]. Otherwise,
a data bit 0 is declared. Assuming that during a given time
slot there are active users, we define

and as the
number of users that interfere with the desired user at exactly
one chip and chips, respectively. Furthermore, let ,

denotes the number of users (out of users) that interfere with
weighted chip . Of course . We have shown in
[17] that the packet success probability for
active users is given by

(2)

where and denote the probability of 1 and chip-inter-
ferences, respectively, between two users

(3)

Because of the round-robin scanning property of the receiver
and the go back (which also mimics a round robin) retransmis-
sion property of the transmitter, we call our proposed protocol
a round-robin receiver/transmitter (or simply ) random-ac-
cess protocol.

The remainder of this paper is organized as follows. In Sec-
tion II, we introduce a mathematical model and a basic descrip-
tion of the state diagram of the proposed protocol. Section III
is devoted for a theoretical study for the performance of the
proposed protocol, where derivations of both the steady-state
system throughput and average packet delay are given. In our
analysis, focus is oriented toward multiple access interference
only, where the effect of both receivers’s shot and thermal noises
are neglected. Section IV is maintained for a numerical study of
the derived performance measures taking into account the ef-
fect of changing several design parameters. Finally, we give our
conclusion in Section V.

II. MATHEMATICAL MODEL

The state diagram of the protocol is shown in Fig. 1.
Each state is labeled by its number of users. The states are de-
fined as follows.

• Initial state : A user is in state if its receiver is scan-
ning across the codes. It takes one time slot to tune to a
particular code. Once tuned to a particular code, if the sta-
tion finds a request on that code (an event that occurs with
probability ), it proceeds to send an acknowledgment. If
there is no request and there is an arrival (that occurs with
probability ), the station enters the requesting mode. If
there is neither a request nor an arrival, the station remains
as is.
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Fig. 1. State diagram of the proposed R T optical CDMA protocol.

• Requesting mode : If there is a message ar-
rival and no request, the station proceeds to send a connec-
tion request and tune its receiver to the code of the destina-
tion. It takes one time slot to tune a receiver . At the same
time, the station sends repeated requests
for time slots, where is the timeout duration in
time slots. After sending the last request, the station enters
a waiting mode , , for
time slots, until the reception of an acknowledgment from
the destination. At the earliest, the station receives an ac-
knowledgment (with probability ) after a two-way prop-
agation delay of time slots from the first request . In
this case, the station enters the transmission mode. Other-
wise it stays in the waiting mode for the remaining
time slots. During each slot in the waiting mode, the sta-
tion may receive an acknowledgment with probability .
If no acknowledgment is received, the station is timed out
and goes back to the initial state .

• Acknowledgment mode : The station en-
ters these states after the arrival of a connection request.
The station sends an Acknowledgment to the requesting
station and waits for time slots until it starts to receive the
first packet. At this instant it enters the reception mode.

• Reception mode : The station en-
ters state in the set of states , Figs. 1 and 2(a), if it
starts receiving packet , . If the packet
is received successfully, the station sends an acknowledg-
ment to the transmitting station and moves to state in
the set . if the packet is damaged, however, the sta-
tion sends an ask-for-retransmission and enters a waiting
mode in the set , Fig. 2(a),
until the arrival of the retransmitted packet . Finally, if

Fig. 2. (a) State R . (b) State T . (c) State W .

the station is receiving the final packet (i.e., it is in state
of set ) and the packet is received successfully, it

goes back to the initial state
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• Transmission mode,
. The station is in state , , if

it is transmitting the first packets, where . After
transmitting packet number , the station will receive an
acknowledgment about the status of its first packet (since
the two-way propagation time is ). If the status indicates
a successful transmission, the station transmits the next
packet (enters state in the set of states ),
Figs. 1 and 2(b). Otherwise, the station goes back to
state and start retransmitting the whole previous
packets. If the station is in state of set ,

, Figs. 1 and 2(b), it is transmitting
packet . After this transmission, it receives a status
acknowledgment about packet . If the status indi-
cates a successful transmission, the station enters state

in set . Otherwise, it retransmits the
last packets (starting {from packet ). That is, it
enters states in Fig. 2(b)
( denotes a packet retransmission). If the station is
transmitting the last packet (state in set ) and
transmission is successful, it enters a waiting
mode, , Figs. 1 and 2(c), to
collect the status of the last packets. During this
waiting mode, if a packet is unsuccessfully received, the
station retransmits it and all subsequent packets and waits
until a new status is received. That is, it enters the states
shown in Fig. 2(c) ( denotes a packet retransmission and

denotes a waiting slot).

III. THEORETICAL ANALYSIS

Because of the complexity of the mathematical model given
above, we use the method of equilibrium point analysis to mea-
sure the performance of the proposed protocol [18]–[20]. At an
equilibrium point of the system, the expected number of users
entering a state (in any time slot) is equal to that departing from
it. Using this method of analysis, we will be able to figure out
the steady-state performance of the system by writing down the
flow equation for each state. We start our analysis by assuming
that , where .

A. Transmission Mode

This mode involves states and set of states
. From Fig. 1, we have the following

flow equations:

From Fig. 2, we can write the flow equations for each state in
,

Similarly, for the states in ,

We define the following variables:

Performing the above summations, which involve arithmetic se-
ries, we obtain

(4)

B. Reception Mode

We start by noticing that the number of users receiving packet
, should be equal to that transmitting packet

if

if .

Substituting for each and carrying out the summations, which
involve geometric series, we get

Next we write the flow equations for each state in ,

We define the following two variables:

(5)
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C. Acknowledgment Mode

We write the flow equations for the states in the acknowledg-
ment mode

Hence

(6)

Let us define

(7)

D. Requesting Mode

Again by writing the flow equations for the states in this
mode, we get

We define

(8)

Here, denotes the probability that a station (in the requesting
mode) gets an acknowledgment. It can be evaluated by writing
the flow equation into state

Hence

(9)
The probability that a request is found by a scanning user is
equal to the probability that another user is in states
or

This is a second-order equation whose solution is easily found

where (10)

E. Steady-State Throughput

The steady-state throughput is defined as the
number of successfully received packets per slot

(11)

where denotes the number of transmitting users in a given
slot

(12)

Thus

(13)

Here, is determined so as the total number of users in all states
is equal to

where we have used (4)–(9). Substituting for from (12), we
get

(14)

where

(15)

That is, is the solution of (14).
As mentioned earlier, the above analysis has been performed

under the assumption that . The case for can be ana-
lyzed similarly with slight modification. We have the following
general result which includes both cases:

(16)
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where and is such that

(17)

where

(18)

F. Protocol Efficiency and Average Delay

We define here two more performance measures that are vari-
ants of the steady-state throughput.

1) Protocol efficiency: It is defined as the fraction of suc-
cessfully received packets (see (19) at bottom of page).
The 1/2 in the denominator of the last fraction is because
a transmitter has to find a receiver in order to complete its
transmission.

2) Average delay: From Little’s theorem, the average packet
delay can be calculated from

(20)

where is the average offered traffic.

G. Asymptotic Throughput and Efficiency

For convenience and sake of comparison we derive in this
subsection limiting values of the throughput and efficiency as

. We start by noticing that for large enough, we have
from (17) and (18)

and

respectively. Substituting in (16) and (19), we get

(21)

and

(22)

respectively. We notice that the limiting throughput is indepen-
dent of both the activity and timeout duration . This is be-
cause users are busy transmitting (or receiving) their long mes-
sages and cannot accept any more arrivals or send any more re-
quests. Furthermore, the asymptotic number of users transmit-
ting at any given slot is indeed . In fact, for any ,
messages keep arriving to new users, who start transmitting and
never stop. After a number of slots (large enough), half of the
users have long messages being transmitted and the other half
are receiving.

H. An Achievable Efficiency

We have shown in [9] that the bit error rate of chip-level re-
ceivers can approach very easily with suitable combina-
tions of code weight, code length, and number of users. Hence

is achievable and consequently an asymptotic ef-
ficiency of 1 is also achievable [cf. (22)].

IV. NUMERICAL RESULTS

The steady-state system throughput, protocol efficiency, and
average packet delay derived above have been evaluated for
chip-level receivers with different network parameters. Our re-
sults are plotted in Figs. 3–10. A packet size of bits
and a code weight of are held fixed in all results. A
chip time constraint ns is imposed in all figures but
Fig. 7. A code length of is chosen in all figures but
Figs. 7–10. The above parameter selection ensures a slot size
of . Finally a message length of
packets and a timeout duration of slot (or )
are imposed in all figures, but Figs. 5, 10, and Fig. 6, respec-
tively.

In Fig. 3, the throughput has been plotted versus the average
activity for propagation times slots (or inter-
station distances of ,
where is the speed of light inside a fiber).
The number of users is chosen to be 30, which is greater
than the available number of codes . General trends
of the curves can be noticed. Indeed, for small propagation de-
lays, the throughput increases as increases until it reaches a
saturation value, whereas for greater values of the propagation

(19)
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Fig. 3. Throughput versus activity A for different interstation distances.

delays, the throughput increases as increases until it reaches a
maximum value and then decreases when increasing further-
more. The maximum value reachable by the throughput always
occurs at the same value of activity . This value is greater than
the number of codes for small values of propagation de-
lays. In fact the initial increase of throughput is because as in-
creases above zero, more packets become available with low in-
terference. The throughput decay in the case of long propagation
delays after reaching a peak value is because when becomes
large enough, the number of active users trying to transmit in-
creases, while other users already in the transmission mode are
still busy transmitting their messages over a long distance. The
interference would thus increase rapidly and packet failures be-
come more probable.

In Fig. 4, the throughput has been plotted versus the number
of users for different propagation times slots
and same average activity . Similar trends of the curves
can be noticed. There is always an optimum value of that
maximizes the throughput. Also the peak value changes slightly
with the increase in propagation delay. The reason for these bell
shapes can be argued as we did in Fig. 3, but the fall edge drops
much faster because the increase in the competing users is much
larger.

In Fig. 5, we have plotted the throughput versus the message
length . Again an optimum value of always exists. But the
throughput reaches a saturation value as increases without
limit. Indeed if users have messages of unlimited length to
transmit, every user will be busy either transmitting or receiving
packets. In this case, no change in the interference pattern
happens. It can be double checked that the limits in Fig. 5 are
consistent with the asymptotic results in (21).

In Fig. 6 we have plotted the throughput versus timeout
duration for various arrivals (activities). It can be seen that the
throughput increases as increases until it reaches a maximum
value and then decreases. Indeed as increases, more requests
can be acknowledged and increases. By increasing too
much, however, the stations are spending too much time in the
requesting mode, leaving few stations available to acknowledge
requests.

Fig. 4. Throughput versus number of users N for different interstation
distances.

Fig. 5. Throughput versus message length ` for different interstation distances.

In Figs. 7 and 8, the throughput has been plotted versus for
different code lengths . The difference between the two figures
is that in Fig. 7, the slot size is kept fixed at . Thus, the
chip time should be decreased accordingly. It is obvious that
in this case the increase of leads to a better throughput. Indeed,
this increase in would decrease the possibility of interference
patterns, leading to more successful packets and no need to keep
retransmission of failed packets. Of course, this advantage is
gained at the expense of increasing the system complexity.

In Fig. 8, however, we put back the constraint on the chip time
(which is fixed at ). Increasing in this case en-
forces an increase to the slot size . However, the
propagation time (in slots) will decrease for a fixed intersta-
tion distance . In this figure, we use a normalized
throughput in rather that in packets/slot, since the
slot size is no longer fixed. It can be seen from Fig. 8 that for
small number of users, it is better to use smaller code lengths
and as the number of users increases, longer codes would give
better throughput. Indeed, for small number of users, the in-
terference among them is not that much. This leads to almost
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Fig. 6. Throughput versus timeout duration � for different activities.

Fig. 7. Throughput versus number of users N for different code lengths and
no constraints on chip times.

Fig. 8. Throughput versus number of users N for different code lengths and a
fixed chip time.

same number of successful packets per slot, independent of the
code length. The use of longer codes here increases the slot size

Fig. 9. Normalized packet delay versus normalized throughput for different
number of users.

and decreases the number of successful packets per unit time.
Thus, it would be better to use shorter codes. However, for large
number of users, the interference becomes too much to use short
codes. In this case, most of the packets fail during transmission
and users become busy retransmitting their failed data. Thus, it
would be better to use longer codes.

In Fig. 9 we have plotted normalized packet delays
versus normalized throughput for the results in Fig. 8, with

. The maximum throughput of the three code
lengths is selected in our plotting. This explains the zigzag
shape of the curve. It is immediate to notice that the high
throughput achievement is obtained at the expense of slight
increase in the average packet delay. We wish to emphasis
that there is an average propagation delay of
between the transmission of a packet and the reception of an
acknowledgment.

Finally, in Fig. 10 we have plotted the protocol efficiency
versus the message length for different number of users and
code lengths. As we have argued in the theoretical analysis, for
any given number of stations, the protocol efficiency can ap-
proach 100% with suitable choices of code weight and code
length.
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Fig. 10. Protocol efficiency versus message length ` for different number of
users.

V. CONCLUDING REMARKS

A random-access protocol, called round-robin receiver/trans-
mitter protocol, has been proposed for an optical di-
rect-detection CDMA packet network. Three main performance
measures have been derived based on the equilibrium point
analysis technique. These measures are the steady-state system
throughput, protocol efficiency, and average packet delay. The
effect of several design parameters on the system performance
measures have been investigated and presented numerically for
the case of chip-level receivers. In order to have some insight
on the problem under consideration, focus has been given to
multiple-access interference only and other sources of noise
have been neglected. The following concluding remarks can be
extracted from our results.

1) An asymptotic efficiency of 100% can be reached easily
with suitable choices of code weight and code length.

2) Optimum values (that maximizes the throughput) of the
users activity, number of users, and timeout duration al-
ways exist.

3) The throughput approaches a saturation value (close to its
peak) as the message length increases without limit.

4) For small number of users, better throughput is achieved
with short code lengths, whereas for large number of
users, better throughput is achieved with longer codes.

5) The proposed protocol exhibits an acceptable average
packet delay.
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