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In this paper, the impact of water channels under different communication link parameters is studied for under-
water visible light communication (UVLC). The objective is to highlight the best results for non-line of sight
(NLoS) communication links. In addition, NLoS links are studied under different parameters: LED colors, view-
ing angle, receiving angle, and data rates. The results are obtained and plotted using MATLAB simulation. The
performance of the received power is first measured at different wavelengths and data rates. Then, the best results
are further investigated at different viewing angles and receiving angles. The obtained results show that using
cyan color provides more depth for the NLoS case, as well as a low bit error rate compared to the other colors.
Most of the literature is concerned with unpractical configurations in underwater scenarios, such as an empty sea
or assuming no human-object or blockage environment. We use the practical setup in Zemax Optics Studio to
allow a precise description of ray tracing and high order of reflections inside a sea water environment. The channel
impulse response (CIR) is obtained for static channel modeling, including a blockage environment to evaluate
the best transmitters in sea water. Also, we are able to compare the average delay and the average delay spread of
the source colors. The reflection characteristics of the sea water are considered as wavelength dependent. The CIR
obtained by Zemax Solver and MATLAB indicates that cyan is the best source in sea water for different LED chips.
Moreover, other previous studies assume perfect alignment scenarios between divers, which is not practical and
not suitable for real channel gain results. Accordingly, we present a comprehensive dynamic channel modeling
and characterization study for UVLC. Our study is based on Zemax programming language (ZPL) combined with
Zemax Optics Studio. Using ZPL enables us to apply a mobility algorithm for divers and measure the channel
gain variations due to random motion. We introduce a dynamic motion in a single-input single-output scenario
and a single-input multiple-output scenario in the presence of blockage divers. Statistical analyses are studied
for the appropriate distributions that can fit the data with various transmitter and receiver specifications. All
dynamic scenarios are performed using cyan color in sea water, as it is proven to have satisfactory performance.
The statistical results are beneficial for further analysis. As case studies, we consider various underwater scenar-
ios, and the resulting parameters of statistical distributions can be used for future analysis in UVLC dynamic
environments. © 2019 Optical Society of America

https://doi.org/10.1364/AO.58.008272

1. INTRODUCTION

Underwater wireless communication is a hot topic today.
Wireless sensor networks, however, are highly distorted and
attenuated in an underwater environment. Acoustic systems
provide adequate underwater communications due to the
proper sound propagation in water channels, although their
maximum allowable data rate approaches ∼10 kbps. Among

the drawbacks of optical fiber links are maintenance and instal-
lation costs. Moreover, the lack of optical fiber mobility is a
major problem in many applications. Other limitations like
the data rate of acoustic systems and unstable channel gain have
motivated researchers to figure out a better system of underwater
visible light communication (UVLC). The UVLC system is able
to transmit high data rates up to Gbps [1]. There are significant
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applications for underwater communications such as pollution
measurement, underwater exploration, maritime archaeology,
field exploration for oil, and port security.

There are many studies on the impact of scattering and
absorption of light in different types of water with respect
to small/large particles, humic/falvic acid, and chlorophyll
concentration [2–5]. In [6–8], the authors applied channel
modeling in different types of water using the Beer–Lambert
law, assuming no objects and utilizing an ideal laser source.
Monte Carlo photon tracing has been investigated using an
ideal laser source with no human objects [9,10]. In [11], the
Haltrin and Kattawar model has been used to consider the
impact of absorption and scattering inside sea water, harbors,
and coastal water. Arnon et al. have studied several scenarios
in UVLC: the line-of-sight link, modulating retroflector link,
and reflective link. Furthermore, they provide the required data
rate and perform bit error rate (BER) analysis using a green light
source [6].

The results obtained in [6,12] motivated us to apply
MATLAB simulations and evaluate the best wavelength that
can be recommended in sea water in non-line of sight (NLoS)
scenarios.

Unlike [2–6], Uysal et al. carried out a static channel mod-
eling and characterization study, taking into account the
presence of manmade objects for the static environment [13].
Additionally, they used an advanced ray-tracing program,
Zemax Optics Studio [14], and used super-blue LED for trans-
mission as well as the reflection characteristics of the water,
which are wavelength dependent. In [15], statistical studies of
fading in underwater wireless optical channels in the presence of
air bubbles and salinity random variations have been applied.

The results in [9–11,16,17] motivated us to add advanced
human CAD objects for realistic channel modeling and evaluate
the optimum transmitter that can be used in sea water, as the
absence of divers and blockage may vary the results dramatically.
Additionally, the results in [13] motivated us to use the Zemax
Optics Studio and to add the dynamic motion for human CAD
objects via using Zemax programming language (ZPL) [18].
The results in [15,19,20] motivated us to perform statistical
analysis in the dynamic UVLC similar to that of the underwater
free-space optics channel.

In this paper, we first obtain the channel impulse response
(CIR) for static scenarios between two divers, where both source
and receiver divers are fixed. We carry out a comprehensive study
for the average delay and delay spread for different source colors
in sea water. We select the best wavelength that has a maximum
channel gain in multiple scenarios. In addition, we study the
impact of changing the detector area.

In fair agreement with [6], we use the same configuration for
static channel modeling in Zemax to obtain the CIR. However,
we focus in this section on the best color that can operate prop-
erly in sea water. After that, the change of detector area is consid-
ered.

In [21], Miramirkhani et al. configured a mobile user moving
in a trajectory path and obtained the CIR for each movement
point. However, they did not obtain the distributions that
provide the maximum likelihood for the acquired data, which
is highly needed for BER analysis. The results in [21] moti-
vated us to use the practical setup Monte Carlo ray-tracing

(MCRT) simulator, add the dynamic mobility in UVLC, and
evaluate the distributions, which offer a goodness of fit for the
channel gain variations. They also offer a solution for low-
performance results appearing because of severe fading caused
by the dynamic channel due to diver movement, blockage, and
receiver orientations.

Gong et al. assumed strong correlations between detectors in
a single-input multiple-output (SIMO) model using ultraviolet
radiation in free-space optics [22]. They also studied the effect
of temperature, humidity, and wind speed in the absence of
human CADS. In our work, we consider no correlation between
receivers in the SIMO model, as we focus on dynamic channel
modeling, and this assumption will not affect the obtained
distributions that depend on severe fading, which affects the
received power in the dynamic channel.

In [23], closed-form expressions of BER, capacity, and outage
probability of the underwater wireless optical communication
system are explained, taking into consideration the effect of
scattering, absorption, and misalignment.

Furthermore, we first obtain different statistics for several
dynamic scenarios after applying a mobility algorithm using
ZPL in two configurations: single-input single-output (SISO)
and SIMO.

The remainder of the paper is organized as follows: Section 2
explains the mathematical models used in NLoS communica-
tion links. In Section 3, we apply our case studies to reach the
optimum results for the best transmitter in sea water in terms
of maximum depth and different viewing and receiving angles
based on the mathematical models. Section 4 illustrates the
CIR for different scenarios using Zemax Optics Studio for static
channels. In Section 5, dynamic channel modeling is introduced
for four scenarios using a cyan transmitter, and the output is the
resulted distributions that match the acquired data. Section 6 is
devoted to the main conclusions of this work.

2. NLoS COMMUNICATION LINK

In this section, we illustrate the mathematical models for NLoS
scenarios in sea water. We compare the performance of the four
colors—cyan, blue, royal blue, and green—inside sea water and
then apply the BER performance analysis.

Using the simple expression of total attenuation according to
Harltin’s model, the extinction coefficient c (λ) is the sum of the
absorption a(λ) and the scattering b(λ) [3]. So,

c (λ)= a(λ)+ b(λ). (1)

One can derive the link budget for the sensor-to-sensor link
as follows: use the variables defined in Eq. (1) and express the
auxiliary function for NLoS communication as [6]

fAux = ηTηR e
(
−c (λ)

[
H+x

cos(θr )

])
, (2)

g Aux =
1

2
×

∣∣∣∣∣
[

tan(θt − θr )

tan(θt − θr )

]2

+

[
sin(θr − θt)

tan(θr − θt)

]2
∣∣∣∣∣ , (3)

fRec =
PT cos(θ)

Aann

{
fAux · g Aux, θmin ≤ θ ≤ θc

fAux, θc ≤ θ ≤ θmax
, (4)
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where H is the transmitter depth, x is the receiver depth, θt is
the angle of transmission, and Aann is the illuminated annular
surface area of the sphere of radius (H + x ) expressed as [6]

Aann = 2π(H + x )2 × (cos(θmin)− cos(θmax). (5)

This yields the approximate received power as

PNLoS ≈ AR × fRec. (6)

Substituting Eq. (2) in Eq. (6) and specifically operating in the
region where θc ≤ θ ≤ θmax yields

PNLoS ≈ AR × ηTηR e
(
−c (λ)

[
H+x

cos(θr )

])
. (7)

1. BER Performance Analysis

The BER response at different data rate transmissions for OOK
NRZ modulation has been investigated. We also compare the
maximum depth for the NLoS reflective communication link
model through different wavelengths at BER of 10−10. The
BER is defined as [6]

BER=
1

2
× erfc

[
(r1T − r0T)

√
2
(√

r1T +
√

r0T
)] , (8)

where r0 and r1 are given as

r0 = rd + rbg, (9)

r1 = rd + rbg + r s . (10)

Here, rd and rbg represent the sources of the additive noise due
to dark counts and background illumination, respectively. The
parameter r s is the photon arrival rate during the gated receiver
slot of duration t and is given by [6]

r s =
1

t
×

(
PR

RD

)
×
ηD

hv
, (11)

where RD is the data rate, ηD is the detector counting efficiency,
PR is PNLoS as defined in Eq. (7), h is the Planck’s constant, and
v is the photon frequency. The overall BER is obtained by substi-
tuting Eqs. (7), (9), and (10), and Eq. (11) in [Eq. (8)]:

BER=
1

2
erfc


(

rd + rbg +

(
1
t

(
AR× fAux

RD

)
ηD
hv

))
T − (rd + rbg)T

√
2
(√
(rd + rbg + r s )T +

√
(rd + rbg)T

)
 . (12)

3. CHLOROPHYLL-BASED MODEL
PERFORMANCE ANALYSIS IN NLoS SCENARIO

Here, we illustrate the proposed system, with respect to a
chlorophyll-based model showing the extinction coefficient val-
ues in sea water [6]. Four wavelengths—cyan, blue, royal blue,
and green—will be investigated, as they have low extinction
coefficients in sea water for absorption and scattering character-
istics. The wavelengths of cyan, blue, royal blue, and green are
490 nm, 460 nm, 470 nm, and 532 nm, respectively.

(a)

(b)

Fig. 1. (a) BER versus depth at 0.5 Mbps and (b) BER versus dis-
tance at different viewing angles.

The NLoS communication link includes reflections for the
sea surface. BER measurements are illsutrated in this subsection.
Figures 1–3 are presented by adjusting the suitable parameters
using Eq. (12).

Figure 1(a) shows that cyan reaches a deeper depth, ensur-
ing that this is the best wavelength. The receiver position is
then taken into consideration within the viewing angle of the

transmitter using the cyan color, as shown in Fig. 1(b), at a data
rate of 0.5 Mbps. Clearly, the 0◦ value shows the best results, and
increasing the angle results in a decrease in BER.

As shown in Figs. 2 and 3, the increase in data rate limits
the receiving depth. The receiver’s angle with respect to the
distributed transmitter viewing angle above the critical angle is
investigated, as illustrated in Fig. 4. It is noted that the increase
in receiving angle limits the depth reached by the receiver. The
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Fig. 2. BER versus depth at data rate 1 Mbps.

Fig. 3. BER versus depth at data rate 2 Mbps.

Fig. 4. BER versus depth at different receiving angles.

cyan performance has the lowest absorption and scattering
coefficients. Accordingly, the numerical simulation shows that
cyan reaches a deeper depth in sea water.

4. STATIC CHANNEL MODELING USING ZEMAX
OPTICS STUDIO

In this section, a MCRT simulation is applied using the Zemax
Optics Studio program. We obtain the CIR for different scenar-
ios according to the steps shown in Fig. 5. The static model in
this section indicates that both the transmitting and receiving
divers are fixed in their positions, and they are totally aligned
together, as shown in Fig. 6 [13].

In addition, we consider both the Lambertian model and the
purely diffuse material, which is considered the worst scenario
compared with specular reflections.

The CIR used in the MCRT solver is given by [14]

h(t)=
Nr∑

i=1

piδ(t − τi ), (13)

where pi and τi are the power and delay for the i th ray, respec-
tively, and Nr is the total number of rays emitted by the LEDs.

The channel DC gain is considered one of the most impor-
tant parameters needed in VLC channel modeling, which is the
output of the Zemax Optics Studio program. We also obtain the
CIR for two scenarios: in the first scenario, we compare the four
colors in four and 16 LED chips of a circular array. After proving
that cyan exhibits the best performance using Zemax Optics
Studio, we check the impact of changing the detector area in the
second case.

The rms delay spread, τrms, is widely used to quantify the
degree of dispersion of the time of samples compared to the
average delay spread τ0 in the multipath channels. It is defined
as the square root of the second central moment of the CIR as
follows [13]:

τrms =

√∫
∞

0
(t − τ0)

2h(t)dt/
∫
∞

0
h(t)dt . (14)

A. Channel Impulse Response

The major steps to obtain the CIR are shown in Fig. 5. First,
we specify the geometry of the underwater environment, the
objects, the reflection characteristics of surface materials, and
the specifications of both light sources and detectors. Then,
we use the UVLC channel modeling in Zemax. We use a
non-sequential ray-tracing feature of Zemax to calculate the
detected power by tracing the rays. Rays that have more than
three reflections and do not reach the detector are discarded by
the program. In the last step, we import this data to MATLAB

Table 1. Simulation Parameters Used in Zemax
Solver

Transmitter specifications Power: 2 W
Cree [13,24]

Viewing angle: 120◦ [24]
Receiver specifications Aperture area: 5 cm2 [13]

Field of view: 180◦ [13]
Link range (m), depth (m) 25 [13]
Number of rays per LED chip 500,000 rays [24]
Source Circular array, radius 1 cm
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Fig. 5. Steps used in the simulation for dynamic channel modeling and CIR.

Fig. 6. Aligned SISO communication link for a static environment with and without blockage.

and obtain the CIR. Then, we investigate the best transmitter
results in a circular array of different numbers of LED chips and
investigate the effect of changing the detector area using the
best transmitter. We use the parameters in Table 1 and utilize
advanced human CADS [25] with dimensions 1.8 m, 0.4 m,
and 0.2 m for height, width, and depth, respectively. As for
the source, we use the practical transmitter cree model [26].
Moreover, we add divers as a blockage between the source and
receiver divers for realistic simulations, as shown in Fig. 6(b).
As shown in Tables 2 and 3, the Zemax simulation results are

exactly the same for royal blue and blue. This is because their
extinction coefficients are nearly equal.

1. Case 1: Transmitter Performance in aCircular Array of Four
LEDand16LEDChips

As shown in Fig. 7(a), the received power of cyan exceeds the
blue color by 6% and is more than double the performance
of the green color. The rms delay of the green color exhibits
the lowest values due to the lowest number of rays reaching
the detector. The rays of the green color are terminated earlier
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Table 2. Circular Array Four LEDs, Radius 1 cm

Transmitter
Type

Absorbed
Rays

Mean Delay
(ns)

RMS Delay
(ns)

Received
Power (µW)

490 nm (cyan) 13 71.77555 1.850603 1.79
460 nm (blue) 11 71.75348 1.737698 1.63
470 nm (royal
blue)

11 71.75348 1.737698 1.63

532 nm (green) 8 71.68917 0.7062054 0.809

Table 3. Circular Array 16 LEDs, Radius 1 cm

Cases
Absorbed

Rays
Mean Delay

(ns)
RMS Delay

(ns)
Received

Power (µW)

490 nm (cyan) 34 71.84546 1.773781 5.33
460 nm (blue) 33 71.77176 1.646314 4.85
470 nm (royal
blue)

33 71.77176 1.646314 4.85

532 nm (green) 32 71.81093 0.9006616 2.46

Table 4. Circular Array 16 LEDs Cyan LED, Radius
1 cm for Different Detector Areas

Detector
Area

Absorbed
Rays

Mean Delay
(ns)

RMS Delay
(ns)

Received
Power (µW)

10 cm2 320 71.77602 2.45126 31.79
7.5 cm2 43 71.7605 2.327232 6.69
5 cm2 34 71.84546 1.773781 5.33

than blue and cyan. Table 2 illustrates the mean delay and rms
delay and the number of absorbed hits reaching the detector.
The same procedure is performed by increasing the circular
array LED chips from four LEDs to 16 LEDs and still the cyan
exhibits the best performance in terms of channel gain, as shown
in Table 3 and Fig. 7(b).

2. Case 2:CyanPerformance in aCircular Array of 16 LEDs
forDifferentDetector Areas

Now simulation is carried out throughout cyan, as we are con-
cerned about the impact of changing detector areas. As expected,
the higher the detector area, the more absorbed rays reach the
detector. The channel gain performance for the detector area
of 7.5 cm2 increases by an amount of 1.36 µW compared to
the 5 cm2 detector area. Also, increasing the detector area to
10 cm2 has a dramatic result, and the received power increases
by 25.1µW compared to the 7.5 cm2 detector area and exceeds
the detector area of 5 cm2 by 26.46 µW. The average delay
remains constant in most of the cases, as illustrated in Fig. 8.
However, in terms of rms delay, the detector area of 5 cm2

exhibits the lowest rms delay, as the lowest number of rays
reaches the detector. The output results are summarized in
Table 4.

(a)

(b)

Fig. 7. (a) Circular array radius = 1 cm and N= 4 chips for three
different colors in sea water; (b) circular array radius = 1 cm and
N= 16 chips for three different colors in sea water.

Fig. 8. CIR for circular array 16 LEDs. Source is cyan LED, radius
1 cm for different detector areas.
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5. DYNAMIC CHANNEL MODELING USING
ZEMAX PROGRAMMING LANGUAGE AND
ZEMAX OPTICS STUDIO

The simulation of the static optical wireless channel explores
the effects of the VLC channel assuming fixed receivers and
transmitters [13]. The static VLC channel depends on definite
scenarios and does not include all the possible variations of
the channel. Most of the literature discusses the static scenario
and does not cover all the possible multi-path and shadow-
ing scenarios. Also, the probability density function (PDF)
or cumulative density function (CDF) of the optical received
power is not provided. The dynamic channel modeling is a
challenging issue that affects communication links and needs
to be well investigated [27]. Also, the receiver orientation has a
wide field of interest in indoor VLC and can change the channel
gain dramatically [28]. In this section, we will study the effect

of fading resulted by the random motion of divers and detector
orientation. The sea water extinction coefficient is considered
wavelength dependent, as it takes into consideration the effect
of scattering. In addition, both scattering and severe fading are
considered. The aim of applying this dynamic scenario is to
figure out the proper source and detector specifications that
can tolerate dynamic channel variations. The output of ZPL is
the statistical distributions that can match the received power
variations. The aim of applying this dynamic scenario is to
figure out the proper source and detector specifications that
can tolerate dynamic channel variations. The output of ZPL is
the statistical distributions that can match the received power
variations. The distribution fit toolbox in MATLAB is used to
represent the data using maximum likelihood estimation, and
the resulted log likelihood parameter enables to identify the rank
of the distributions that can fit the data [29]. The greater the log
likelihood number, the more distributions that can fit the data.

Fig. 9. SISO dynamic model: two divers communicating within dynamic environment in different positions for 400 s.

Fig. 10. SIMO dynamic model: transmitting diver is communicating with five divers, each carrying a detector; all divers are moving for 400 s.
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A. SISO and SIMO Model Mobility Algorithm

The SISO dynamic model is described as shown in Fig. 9. The
path length between the source and receiving divers is config-
ured to be fixed at 23 m. The orientation angle is assumed to be
fixed, which means that the divers do not rotate around x axis.
The tilt angle is set as a uniform distribution from 0◦ to 180◦.
As shown in Fig. 9(a), the tilting angle of the source diver is 25◦,
and the tilting angle of the receiver diver is 160◦. In Fig. 9(b),
the dynamic random motion changes the tilting angle of the
source diver to 130◦, and the receiver diver is changed to 20◦.
Furthermore, the divers are not aligned in the same horizontal
axis as static scenarios, as they can move to any random position
in an area of 25 m2. Accordingly, the source and receivers have
variable x and y coordinates in each simulation and fixed z coor-
dinates. The mobility algorithm in the SIMO scenario is similar
to the SISO scenario. The difference is that the source diver
communicates with five moving divers, each carrying a detector,
as shown in Fig. 10, so the power is shared to five divers instead
of one diver. The distance between the transmitting diver and
the five receiving divers is fixed, where each diver carrying the
receiver is 1.5 m apart. Also, the existence of blockage divers is
applied for both SIMO and SISO models for realistic channel
modeling. The source beam direction is highlighted with green
color, and the receiver beam angle is highlighted with the white
color, as illustrated in Figs. 9 and 10.

B. Case 1: SISO Model Using Cyan 4× 4 Rectangular
Array and a 5 cm2 Detector Area

We apply the mentioned mobility algorithm for 400 s to get all
possible received power variations. The simulation of divers is
shown for the SISO model in Fig. 9 using a cyan 4× 4 rectan-
gular array, and both divers carrying the source and receiver are
moving in a random motion manner. The performance of the
channel dc gain is not good, and some readings over the 400
iterations reach zero output due to non-alignment, and many
reflected rays do not reach the detector. As shown in Fig. 11(a),
the simulation results show that the exponential distribution is
the most suitable distribution that can fit the received power.
The results motivated us to fetch out a new solution and increase
the transmitted power using more chips. The exponential distri-
bution indicates the poor performance of the channel, as noted
in Refs. [15,19,30]. The exponential PDF is given as [15]

y = f (h|µ)=
1

µ
e
−h
µ , (15)

where the resulted distribution parameters are the mean
µ= 3.78× 10−6, and h is the channel gain.

C. Case 2: SISO Model Using Cyan 10× 10
Rectangular Array and a 5 cm2 Detector Area

The results in the previous case motivated us to increase the array
size and use a cyan rectangular array of 10× 10 LED chips, as
used in [20] and filtered to cyan color only. The perform-
ance of the distributions is compared using the log likelihood
parameter, which indicates the degree of correlation of the distri-
bution and the channel gain data. The higher the log likelihood
number, the better the accuracy of the distribution.

(a)

(b)

Fig. 11. (a) PDF against received power for the dynamic channel
for two divers in SISO model using cyan rectangular 4× 4 array and
5 cm2 detector area; (b) CDF against received power for the dynamic
channel for two divers in SISO model using cyan rectangular 10× 10
array and 5 cm2 detector area.

As shown in Fig. 11(b), the results reveal that the Nakagami
channel has the maximum log likelihood number with 4229.48,
followed by Weibull distribution and log-normal distribution,
having 4194.6 and 4175, respectively. The performance of the
system is far more enhanced than the previous case using a small
array source, and the zero readings disappear. The obtained
log-normal distribution is valid for our model, similar to the
log-normal turbulence model used in [23], in the performance
analysis. In our work, we consider Nakagami distribution,
as it exhibits the best performance for representing the data.
Accordingly, we consider the Nakagami distribution. The PDF
of Nakagami distribution is given by [31]

pm(hm)=
(m
�

)m 2

0(m)
hm

2m−1 exp

(
−mh2

m

�

)
, (16)

and the resulted parameters of the distribution are
m = 0.12594,�= 2.45508× 10−9.
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(a)

(b)

Fig. 12. (a) CDF against received power for the dynamic channel in
SIMO model using cyan rectangular 10× 10 array and detector 5 cm2

area; (b) PDF against received power for the dynamic channel in SIMO
model using cyan rectangular 10× 10 array and detector 1 cm2 area.

D. Case 3: SIMO Model Using Cyan 10× 10
Rectangular Array and a 5 cm2 Detector Area

Now, we test the successful system appeared in case (SISO
model using 10× 10 and detector area 5 cm2) in a more
advanced scenario for the SIMO system to check its reli-
ability. The measured detector area for the five receiving
divers is still 5 cm2, and the output is still similar to the
previous. As shown in Fig. 12(a), the results reveal that the
Weibull channel shows the maximum log likelihood number
of 2940.87, followed by log-normal and Nakagami, hav-
ing 2934.7 and 2927.5, respectively. The Weibull PDF is
given by [31]

f (h|a , b)=
b
a

(
h
a

)b−1

e−(h/a)
b
, (17)

where h is the channel gain. The fitting parameters are: shape
parameter b = 0.359 and scale parameter a = 2.40129× 10−5.

E. Case 4: SIMO Model Using Cyan 10× 10
Rectangular Array and a 1 cm2 Detector Area

Now we use a detector area of 1 cm2 as recommended in indoor
VLC [20]. The reliability of the system in a small detector area
of 1 cm2 is tested in Zemax, and the results reveal very poor
performance and 30% total blockage. The best distribution that
can describe the data is the exponential distribution as shown in
Fig. 12(b) with a mean ofµ= 3.161× 10−6.

6. CONCLUSION

In this paper, we provide MATLAB simulations for a NLoS
scenario for four common wavelengths: cyan, blue, royal blue,
and green. The simulation has been implemented to figure out
the effect of changing the viewing angle and receiving angle
in sea water. We have also applied a comprehensive practical
setup using Zemax in both static and dynamic scenarios. We
obtained the CIR for two divers in a static model and applied a
dynamic mobility algorithm for the divers using cyan color and
obtained statistical distributions that represent the channel gain
variations for SISO and SIMO models. The MCRT simulations
were carried out in a blockage environment to maintain the
worst scenario and assuming purely diffuse materials, and the
sea water was configured as wavelength dependent.

In the NLoS link, the cyan color reached the maximum
depth of 53 m at a data rate of 0.5 Mbps. The best transmitter
viewing angle is at 0◦, and as long as the angle increases, the
BER decreases. Moreover, the increase in the data rate limits
the receiving depth. Additionally, the study of the receiving
angles reveals that increasing the receiving angle limits the depth
reached by the receiver. As for the CIR, the obtained results
using a circular array with different numbers of LED chips prove
that the cyan exceeds the blue by 8% and is more than double
the performance of the green color. The cyan color is used to
obtain the CIR for different detector areas. The received power
for the 7.5 cm2 detector area exceeds the 5 cm2 area by 20%,
and the 10 cm2 detector area exceeds the 7.5 cm2 area by 88%.
The simulation results for the dynamic model show that the
exponential distribution fits the received power data, which
exhibits very poor performance and has extremely low power.
The fitting parameters for the exponential distribution are
mean u = 3.78× 10−6 for the SISO model using a cyan 4× 4
rectangular array. After using more chips in a 10× 10 array in
the SISO scenario, the received power is enhanced. Th resulted
parameters of Nakagami distribution are m = 0.12594 and
�= 2.45508× 10−9, which can fit the received power vari-
ations in this case. Also, we recommend using a 10× 10 cyan
rectangular array and 5 cm2 detector area in the SIMO model,
and the Weibull distribution can fit the data with parameters
a = 2.40129× 10−5 and b = 0.3594. Decreasing the detector
area in the SIMO scenario to 1 cm2 leads to an exponential
distribution with parameter u = 3.161× 10−6 due to the poor
qualtiy of the received signal for the 400 s interval.

Accordingly, the results reveal that using a cyan 10× 10
rectangular array and 5 cm2 detector area can accommodate the
dynamic channel variations inside sea water in both SISO and
SIMO models. On the other hand, using a cyan 4× 4 rectangu-
lar array or utilizing a detector area of 1 cm2 results in extremely
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low performance results, and data cannot be demodulated in the
receiver for either the SISO or SIMO scenario.

The obtained CDFs due to the dynamic channel gain varia-
tions enable the system designers to quantify the effects of divers’
motions. These CDFs are also beneficial in designing handover,
channel assignment algorithms and high-speed communica-
tions using suitable modulation techniques. Also, researchers
can use the obtained distributions for localization purposes.
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