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Abstract—This paper analyzes a new transmitter—receiver
architecture based on a modified version of unipolar—bipolar
correlation proposed for a noncoherent multirate optical fast : :
frequency hopping code-division multiple-access (OFFH-CDMA) b RESEEEES EERCIERLCEE REEICEERCIN] RRCERNS >
system. The system assigns a frequency-shifted version (FSV) of : :
the code used to transmit data bit “1” in order to transmit data + : > f
bit “0.” For the original system, we show that due to the nature T f; T fo Ji foe
of the multimedia network, the fluctuation in the multiple-access
interference (MAI) average causes a threshold drift and thus an _ )
increase in the probability of error. This paper also provides a F9-1. Bandwidth of the proposed system.
stochastic description of the MAI average amplitude fluctuation

using a predefined multimedia probability density function. A . . .
system model is presented; in addition, the signal-to-interference [6] for direct-sequence CDMA (DS-CDMA). In multimedia ap-

ratio is derived. From the theoretical analysis and numerical Plications, another problem contributes greatly to the dynamic
results, itis shown that the proposed system has good performance variation of the optimal detection threshold, namely, users have
without dynamic estimation of the detection threshold, and thus is the possibility of changing their traffic types dynamically, as
independent of both the number of users and the distribution of proposed in [3]. We will show that the average MAI is a function
those users in the offered multimedia classes. not only of the active number of users but also of the processing
Index Terms—Fiber Bragg grating, multimedia network, multi-  gain (PG), the power-control function used, and the distribution
rate, optical fast frequency hopping_code-division multiple access of the active users between different multimedia classes.
(OFFH-CDMA), power control function. To solve this problem, we proposed in this paper a new system
architecture based on the one proposed in [3]. In this new archi-
|. INTRODUCTION tecture, each user is assigned two mutually orthogonal two-di-

ATELY, there is a growing interest in the developmenrtnenS'onal code sequences with equal PG. One is designated for

of broadband optical fiber communication networks USinﬁlr: transmission, and its orthogonal version is used for transmit-
code-division multiple access (CDMA) for multimedia appli- g data "1.” In [5] and [6], equal-weight orthogonal (EWO)

cations. Such networks must support heterogeneous traffic lﬁ(lgnalmg was used. The orthogonal sequence was generated

high-speed and low-speed data, text, image, audio, and vidasing a time-shifted reverse version of the original sequence.

O% the other hand, in our system, the orthogonality between
with varieties of quality of service (QoS) and traffic require; . A ’ _
ments [1]-[3]. the two versions is achieved by using a frequency-shifted ver-

An optical fast frequency hopping CDMA (OFFH-CDMA)Slon (FSV) of the original code in a way that no frequency

system using fiber Bragg gratings and direct detection has beoé/r?rlap exists between the two codes, as shown in Fig. 1. This

investigated in [3] and [4]. In this system, each user is assigng](?thOd allows an extra degree of flexibility especially in mul-

o . irate systems where codes with different lengths are used and
one sequence for transmission; the sequence is employeq, 10, . . -
T N . o~ he time-shifted reverse version may lead to higher cross-corre-
transmit a “1” while nothing is transmitted for a “0.” Due to

. L lation and out-of-phase autocorrelation [1].
the unpredictable system activities in [3], the average of theThe rest of this paper is organized as follows. In Section Il, we

multiple-access interference (MAI) will be unpredictable. Be'resentamodelofthe original system, where we show the depen-
cause the optimal threshold is a function of the average M . . ! .
N P h the averag ence ofthe optimal detectionthreshold onthe average MAIlusing
it will fluctuate dependlr_lg on the system ac_t'V't'eS n te_zrms g[ e Bayes Riskeriteria. In Section 111, we present the modified
the number of users. This problem was previously considere Lin i ] R U
ystembasedonthe FSV.Inaddition, we derive its signal-to-inter
Manuscript received May 31, 2001; revised July 30, 2002. ~ ferenceratio (SIR) expression using the same technique adopted
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distribution that causes the highest threshold drift, and equiassume that our detector follows tRayesian hypothesis testing
lently the worst performance. An analytical performance corprocedure [10].
parison between the original and the newly proposed system i€Consider a system with the two hypotheses concerning a real
shown in Section V. In Section VI, a numerical simulation is presbservationZ; mentioned before
sented. We conclude in Section VII.
Hy: Z; =1, + 1o
Il. ORIGINAL SYSTEM Hy: Ziy =1 +m1 3)

A. System Model wherel,, is the total MAI plus the background noise, which is
hmodeled as a Gaussian random variable with meanr; and

Consider a fiber-optic CDMA communication network with '™ ) )
r}4ar|anceoz, which are given by

transmitter/receiver pairs using OFFH-CDMA [3]. This syste

supportsK users, which share the same optical medium in a Kpn—1
star architecture. Each of thE users has the possibility of par =V P Z i [T, Tin
switching its traffic rate for any of possible value®, < R; < k=1
-+» < Rg_; corresponding t& different types of multimedia s-1 K.
traffic or S different classes. The corresponding PGs are given + Z vV Pe) Z k[T, T5] (4)
by Go > Gy > .-+ > Gs_1, whereG; = T;/T..T; andT.. are i k=0
the bit period and chip duration, respectively. The transmission 02 =02 . 4 o2
power of aclasss, Vs € {0, 1, ..., S — 1}, is given byP(*), MAL T
In addition, assume that the total number of actilss s users (m) N\ 2
i . Z =P Ri|T,., T — Ji/[Th, Tm
is K, with Y °"' K, = K. ; (Bl Ton] = Ji )
S—1 K;—1
B. Average SIR + Z PG Z (Ri[Tyns Ts] = JE [T, To]) + 2.
The derivation to obtain the system SIR is similar to the anal- s=0 k=0

ysis presented in [7], and thus it will not be fully presented here.

Using the model presented in [7], the SIR experienced by an a%- ) . ©)
tive user that has ratd,, is The two parameterg, andyu; are two fixed numbers given by

1o = 0 andu; = Sp. Note that the addition of,y or 11 to

SIR. — G?, 1 1, changes only the mean value of the observation. In terms of
R = Kp—1 S=1 Ko<l /o @) distributions on the observation space, the hypothesis pair of (3)
Z o mt P (W) O s+ on can be rewritten as

Ho: Z;i ~po(zi) = N (po + pvar, 02)
whereo? is the variance of a zero-mean additive white Gaussian Hi: Zi ~pi(z:) = N (1 + paar, 0°) (6)
noise (AWGN). On the other hand?, ;Vj € {0, 1,..., 5 — o i
1} represents the interference power caused by jieom whereN (a, b) denotes the normal distribution with meaand

class; on the desired usen from classm and is given by varianceb. The likelihood ratio statistic [10] for (6) is

Lz = P12) :exp{ 5o <zi— M)} @)

 polzi) OMAI 2
As assumed in [7], the data are equiprobable. In addition, we
In addition, J; |G, G,] andRi[G,, G;] are the average andassume uniform cost. Using those constraints, we can define
correlation parameters derived in [7] (for details, please referttoe Bayes riskas the overall average cost incurred by a given
[7, (21) and (22), respectively]). decision ruler as

9 1

_ 1
m.J 2G]'

2G;

. {1160 G- 5 w6} @

C. From a Detection Theory Perspective r(r) =1 {1 +/ po(z;)dz; — /
Iy Iy

p1(z;) dzi} (8)
Each source generates an output that in the simplest case , . . . ,

is one of two choices, which are referred to as hypotheses \‘gr_]ererl is the critical region, which is defined by

beled byH, and H;. In optical CDMA systemsH, and H; Iy ={z el|L(z)>n}. 9)

correspond to the cases when “zero” and “one” are sent, re- _ )

spectively. To detect the desired signal in MAI plus noise, tHeiS the observation space ands equal to one given that we

two above-mentioned hypotheses can be defined as follo@§Sume equiprobable data and uniform cost. Due to the fact that

Hy—MAI plus noise is receiveand ;—signal Sp plus MAI  L(zi) is an increasing function of;, (9) can be written as

plu§ noise is recelve_dl'hus, the_ decision at th&_h receiver, Ty ={z €T |2 > nopt} (10)

which is tuned to theth transmitter that transmits using rate

R, and powerP(®), is Z;, which can be treated as a randonwherer,, is the optimal detection threshold and can be easily

variable whose statistical properties under both hypotheses ginewn to be

known. To make the detection approach clearer and to show the Sp

importance of the detection threshold in the original system, we Topt = MMAI + o (11)



INATY et al. NEW TRANSMITTER-RECEIVER ARCHITECTURE FOR NONCOHERENT MULTIRATE OFFH-CDMA 1887

_,(j)(t, f)- Notice that the overbar means the FSV. The data are
fed into the encoders using two wide-band sources. Thus, the

05+ data bits are modulated either by the sequeji@e{t, f)orits
04d. N FSVE,(CS)(t, f) depending on whether itis a “1” or “0,” respec-
. §Q\Q\\\§\\\;\\:\\\\\\\\\ \\\\ tively. The two codes are shown in Fig. 3(b). They are related
& 02 : \\?\\‘:E‘\\\\\\\%\\:"\\‘\\‘\\‘\\\\\‘\‘\\\ T by a(s)(t )= a,f)(t f+A), whereA is the frequency shift.
g2 \ \\\ “‘“ o In addition, f .. must be less thai,i,.
@ Fig. 3(c) shows the receiver of the modified system, which
014 is practically realized by a 1 : 2 coupler and two matched filters.
0., The lower branch filter is a correlator matcheahfﬁ)? (t, f),and
’ - the upper branch filter is matched?t(f)(t, /). The outputs of
the two correlators are subtracted via a balanced photodiode.
The transmitted signa; (¢, f) can be expressed as
0o SIR
Fig. 2. Bayes risk for an active user versus the SIR and thedafioy ;. Sk(t, f) = VP 51(5) (t7 f+ Ab,(:)(t)) (14)

When the system activities change dynamically, the MAI awhereb;” (t) is the baseband unipolar signal of val§s1} for
erage can be modeled 88,41 = yiviar + 05, Whereo, is the  traffictypes. Notice that when the data bitis “0,” the transmitted

threshold drift, which will be estimated in Section IV. Thus, th&ignal isvV P(®) a al’ )( . f). On the other hand, when the data

Bayes riskbecomes bit is “1,” the transmitted signal is/P(S)ng)(t, f+A4) =
VPO, f).

r(r) = %{1 +® (_@ _ 9 ) The received signal at each receiver can be written as

2 OMAI

K-1
where® denotes the cumulative probability distribution func- = P& g (t — o f + ABI (t - Tk)) + n(t)
tion of N (0, 1) random variable. Note that if the detector tracks k=0
the stochastic variation in the average MAL, = 0 and the (15)

Bayes risk takes on its absolute minimum value, which is given
by wherer;, is the time delay associated with théh signal and

n(t) is AWGN with two-sided spectral densify, /2. The signal
VSIR at the output of the adder is averaged over the bit dur&fipby
Tmin(T) =1 — @ 5 |- (13) an integrate-and-dump low-pass filter. Therefore, the decision
variable at the filter output is

Fig. 2 shows the Bayes risk for any active user versus the SIR S-1 K.—1
and the ratiar; /omar. Itis clear that whem, /o\a1 becomes Z<m) — Z Z / Sk(t — 1k, f)
higher, the risk of an error becomes also higher. In addition, it 1 +a) S
is normal that when the SIR increases, the risk tends asymptot- (m)
ically to very small values. ' [ (. ) = amg™(t, f)] dt (16)

III. M ODIEIED SYSTEM where N is a zero-mean AWGN with two-sided spectral den-
sity V; /2 that represents the thermal noise at the receiver with
variancer? = N1T,,/4 andT,, is the bit period corresponding
orateR,,

To eI|m|nate the frequency dimension of the signals, we use
e Hamming correlation concept used in [7]. This enables us
write (16) as

A. System Model

Consider the same fiber-optic CDMA communication net-
work used in the previous section [3], [4] with a new trans-
mitter/receiver pairs using OFFH-CDMA. Each user is a55|gn?n
two mutually orthogonal sequences with equal weight gengr:
ated from the same family of codes using an FSV as the orthog-
onal sequence. These orthogonal sequences are assigned to the
transmission of “0” and “1,” respectively. In fact, the orthogo- Z(m) =N+
nality between the sequences is achieved by choosing each of

1 5
1+0z2)k2/0 PR

them from two different frequency bands so that no frequency . ( ( ) + Ab (t —T3), (m)(t)) dt
hit may exist, although they are from the same family of codes.

Fig. 3(a) shows the transmitter architecture using the FSV of g \/ﬁh

the FFH code signaling. It is practically realized using two en- (1+ ) Z

s= k=0

coders, which represent a series of fiber Bragg gratings tuned (© 0 (m)
to the desired user codg* (¢, f) and its orthogonal version ( (t = 7) + Abi(t — 70), @ (t)) dt. (17)
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Fig. 3. (a) Modified OFFH-CDMA transmitter, (b) its corresponding 2D-code structure, and (c) modified OFFH-CDMA receiver.

The sequencecz;j)(t), af)(t), al™(t), anda ™ (t) are real 1) T,, < T,: Averaging over all possible values bf)_l
numbers representing the hopping frequencies along with thg,}{db(s) we will obtain
orthogonal versions used at timéor the kth interferer and the

desired user, respectively. (1-a) T,
Jk[Tm, TS] = (1 + a) 2T / [v'11€7()(()7 Tm) d’T‘k (19)
B. Average SIR o 0
Ri[Ty, T.] = (A+e7) 1 HE (0, 72,)
Using this modified model, the desired signal component, as- {tk[£m, 1+ ) 21, . k,0\Ys Tk

suming perfect synchronization between the receiver and the

desired transmitter and balanced coupl&r:é 1),is Sp = + Hio (e, T )dT’“

+VPT,, /2 for b{™ = 1 andb{™ = 0, respectively. The L a4 a?) / H? (0, T,,) dry
MAI from userk that transmits data with rate, is (1+a)?2
ST n (1-a) 1
P s (m) (1+ a)? 2T,
=1y a)./o h(ak (t — 70) + Aby(t — 71,), (t))dt 1
a/PE [T () Hy, 00, 7)) Hg, 0(Ts, Ton) d7c
- a\M(t - Aby(t — 70), Jo
A (@t = m) + Abi(t = m), 20)
—(m)
@0 (t)) dt. (18) whereHy, o(0, 7%), Hi, o(7%, Tm), @andHy, ¢(0, T,,) are given
b
I, isassumed to be anindependent random variable. Its varian%:/e
can be written ag7 = E(I}) — E*(I}), whereE(.) is the I [T st Y di
expectation operator. We assume thatandb " (¢), for 1 < k.0(7i, 7) = /T (ax(t = 7). ao(t)) dt.
k < K, are mutually mdependen;tk is uniformly distributed
over the rangé < 7, < T, andPr[p\”) = 1] = Pr[p\” = 0] =  2) T > 7.2 BytakingL = (T, —7x)/7.] and averaging
1/2. Thus, averaging over, andb( Y . we obtain over all possible values of the overlappmg_lb{f_l, v by
Ry[T,, Ts] andJi[T,, Ts] can now be written as
k) =V P(S)Jk[Tm, TS] (1
BE(I}) = PO Ry[T,,, T Ji[Tm, T = (1+a) 2T, J, m)dric (21)

whereJi[T,., Ts] andR[T,., T] are the average and correlaand (22), which can be found at the bottom of the next page.
tion parameters. They must be derived for two different casesBy considering a balanced coupler (= 1) and using the
1)T,, <T,and 2)T,, > Ts. discrete partial-period aperiodic Hamming-correlation func-
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tions defined in [7], AH, AH,, AH3, and AH, [7, (16)—(20)], and modify it dynamically, we assume that ttlasss can be

Ji[Tm, Ts] becomes equal to zero aft}[1,,, 1] will be considered as a discrete random variable with a certain proba-
bility mass function (pmf) given kgy the probabilit), = Pr
(s (Gt (userk chooses thelasss) with 7 P, = 1.
4} Z [AH}(q) + AH3(q, Gn)] Proposition 1: Given that the sequences used for each class
5 ¢=0 respect the one-coincidence criteria with nonrepeating frequen-
cies, the expected value of the average MAI generated from the
Gt kth user that transmits using tietasss is given by
+ Z AH?&((I: Gm) ¢ T <Ts
q=Gn,
Ri[Tom, T3] = o pr, (s) = 70 PGs) (GTW) (25)
TC?’ \ 2 2
AT Z AHi(q) + AH5(q + LG, Gi) _ _ _
5 ¢=0 whereF is the total number of available frequencies.
I Proof: Given that the number of coincidences between the
n Z AH2(q, v, G| T, >T.. desw_eq and interferer sequences is qp.tlmlzec.i toa maximum of
= one, it is clear that the probability of hit in the first chip position
(23) Is
Therefore, the mean of the MAI vanishes to zero indepen- 1
dently of the active number of users or the classes chosen by P(Hy) = Ik

those users. In addition, the cross terms in (22) are forced to be
equal to zero. Thus, the above result is consistent with the resBiven P(H,), the probability of hit in the second chip position
obtained in [8] for coherent multirate CDMA. can be written as

Ifwe defineRy[G.n, Gs] = Ri[T, Ts]/(T2/4G,), the SIR
experienced by an active user that has fate and, using the P(Hy) =P(Hy/Ho)P(Ho) + P(Hy/ Ho) P(Hy)
modified system, is the same as that defined in (1), but the vari- _ P(Hl/Fo) P(Fo) .
ancecrfmj vje{0,1,..., 5 —1}is now given by

1 In addition, because we have nonrepeating frequencies in the
02, = —— Ri[Gm, Gj]. (24) same sequence, we can writéH,/H,) = 1/(F — 1). Thus,

m, ] .
26, P(Hy) can be written as
1 (F=1) 1
IV. STOCHASTIC AMPLITUDE FLUCTUATION OF THE PH)=———F5"=%
(F-1) F F
AVERAGE MA
A. Threshold Line Width By induction, we can show that the probability of hit at any chip

This section provides a stochastic description of the MAI anri)—os't'om will be

plitude fluctuation using a predefined multimedia probability 1
density function (pdf). Because every user may choose his class P(Hi) = & (26)
(1+a?) 1 [T 2 - 2
Ry[Tm, 15] “ta2 Z_ﬂ/o Hp o0, 7)) + Hy o(7i + LT, Trn) ;Hk,o('rk + (y = DTs, 7+ yTs)|dry
1-a) 1 /T
Ao’ Hy o(0. 7)Hy o(rs + LT.. T,
I+ ) 275 ), k000, Tr)Hy o(T + , Tin)

+ (Hi,0(0, 7%) + Hi, o(me + LT, T0))Hg, o(73, LT)

)

L L
+3 ZHk,O(Tk+(y_1)TS7Tk+yTs)

=1 y=1
y#x

. Hk70(Tk—|-(:I?—1)TS,Tk+:ETS) dr. (22)
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Given (26) and assuming that the sequences assignedto  10° |
ferent users are mutually independent, we can calculate the -

pected values of Akq, G,,) as shown below 10%
S Gt 10*
AHs(q, Gm) = Y E(h(a}_,, d})) =[1 2]
j=0
(;Wl .« 10° ¢ \\
= = =—. @7 & L
s F F 10° L VS PE=[2 1]
V1
Using this result,J,[G,,, G| can be approximated by its ex- 4| b <[05 05
pected value. We obtain 2= [0509]
|~ Po=0208)
_ GG 1070 P,=[0.8 0.2]
J G, Gs] = - (28)
F 10-14 ) ‘ ‘ ‘
The average of the MAI generated from thth user that trans- 0 5 10 15 20 25
mits usingcla535 is given byMI (5) detection threshold with K= 12 and G, = 14
k
T. VP _ Fig. 4. Theclasshr BER versus the detection threshold for= 12.
22 (S) = ? G J [Gm7 Gs] (29)
Substituting (28) into (29), we obtain (25). [ | 10

Due to the fact that we have considereddlasss as being a
random variable, any function of tletasss is also considered
as a random variable. Thugy, (s) is a random variable with
meanm and variance\?, which can be written as

5-1 AV
m = Es (ur,(s)) = = <G?m> <Z Ps\/m) (30) 20 .\-‘

PEI=[2 1]

2

2 2 \ [

= <£> <Gm> 1L — P, =[0.5 0.5] ‘\. /'
2 F -~ P =[02 08] \ !

5-1 §-1§-1 Y L. P, =[0.8 0.2] Lo
: {Z P.PY —Y"N"P.P, \/P(S)P(t)} . (31) Vo

-40
s=0 s=0 t=0

PO=[1 2]

10 "+ \/

N

Since the users are assumed independent and may chc 0 5 10 15 20 25 30 35 40 45 50
their classes also independently from each other, the m&an detection threshold with K =12 and G,, =28
and the variance? of the total MAI average are the sum of the ] )
means and variances from all active users, respectively, and thidy> Theclassir BER versus the detection threshold for= 12.

are given by
From (33), we can notice that the threshold drift is greatly de-
M, =(K —1)m (32) pendent on the total number of users, the multimedia distribu-
o2 =(K —1)A% (33) tion, and the applied power-control function.

In Figs. 4 and 5, we plot the bit error rate (BER) versus the
In this paper, the MAI average fluctuation is regarded afetection threshold for the case of a two-class system, namely,
the square root of the variance or the standard deviation frgiasshs andclassir, respectively, and using the extended hy-
the means,. The variables, is a measure of the amount Ofperbolic congruential (EHC) family of codes [9] with = 41
threshold drift, and we call it the threshold line width. Theyailable frequencies. One can notice clearly the dependence of
optimum threshold level given in (11) contains two terms. Th§e BER and they,,. on the PG of the desired user, the trans-
first term is the desired signal and is supposed to be knowssion power, and the multimedia pmf adopted in the network,
from the destination. The second term is the average MAI, aggdsuming a fixed number of use& (= 12). In these figures,
the fluctuation of this term causes the amplitude fluctuation ip — [Py Phy] andP®) — [p(lr) P(hr)] represent vectors
the detection threshold. ThUS, it induces a drift from the Optim@bntaining the pmf and the transmission power of each CIaSS, re-
threshold. Therefore, we can model the detection threShOldsﬁbctivew_ We can observe the Variationngif)t when we vary
the receiver as follows: the transmission power of the two classes. Therefore, in a multi-
Sp rate system, the optimal threshold will fluctuate with the applied
n= =t iMarEos. (34)  optimal power-control function [3].
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B. Worst Case Multimedia Distribution In addition, the maximum value af?(Pg) is given by
For a given power-control function, the multimedia distribu- 5
tion can be considered as a noise distribution that introduces (\/PCL') - \/p(j)>
threshold drift, which in turn causes higher probability of error. A2 =p (38)

It will be interesting to find the worst case performance achiev- 4

able by any multimedia distribution as a function of the applied  p(oof: |t is clear thatPSPs + PTAPg represents the
power-control function. This distribution is called the worst cas@yriance of the square root of the powém with respect

distribu_tion. _ i . to the distributionP,. Lemma 1 in the Appendix shows that
In this section, the functional that quantifies the threshome maximum variance of a finite discrete random variable is

drift is achieved by putting two masses of probability 1/2 at the two ex-
A2(P<) = o (PSP« + PTAP 35) (remes. This gnablgs us to say that_the maximum of the variance
(Ps)=r ( s+¥s S) (35) of the power is achieved when putting two masses of values 1/2
wherePs = [Py P, - -Ps_,]” andPS — [p(©) p() . . atthe extremes, thus &) and P(), respectively. Therefore,
P(5-1)]. Notice thatp is a constant that depends on the desire@s2 = 1/2for s € {i, j} and zero elsewhere. For this reason,
user PG and the number of available frequencies. It is given Bymax IS given by (38). u
(Tc>2 (Gm>2 V. PERFORMANCE COMPARISON
p=\ — .
2 F Basically, the only difference between the SIR expressions of

the two systems is the value of the varianc%g, ; showniin (2)

In addition, the matrixA is symmetric and is given b - L ;
y g y and (24) for the original and the modified system, respectively.

A — The system that processes the smallest variance will have the
_p _V/popd .. _/pOpiE-1 largest SIR and equivalently the better performance. Thus, by
knowing the sign of the difference between the variances of the

VPO pQa _p@ .. S-1) p(1
POPO P PE=DPW) two systemsd = o, ; , — 0y, ;  (the letters O and M stands

for original and modified, respectively), we can figure out which
) ) o of the two systems has the best performance. The parameter
—/PO p-1) _/pOp-1) . . —P(5-1) can be written as

The optimization problem is a nonlinear problem with linear (] Gm7l
constraints and can be stated as follows: 5G Z AH;(q)AHa(q, Gin)
s q=0
P; = argmax A?(Pg) (36) 2
Po,Pi, ..., Ps_1 1 Gzt
subject to 5 ¢=0
S—1 G.—1
P,=1 P, > ..., 8—1}. 1 N
2.7 520 Vse{0,1,...,5-1} @37) s\ 2o |AHU(@AH(g + LG, Gi)
= | &
The constraint set in (37) can be considered as convex. Then
it is sufficient that the objective function in (35) be a concavé(G,,, Gs) = A
function in order that the global maximum will satisfy the +§ZZAH4(q7 Y, Gs)AHy(g, =, Gs)
Kuhn-Tucker (KT) conditions [11]. In factA?(Pg) has a =

well-known quadratic form. From quadratic programming
theory [11], we can say thak?(Pg) is a concave function if
A is a negative definite matrix, which means that this matrix is
defined such thaP'SfAPs < 0 for all Pg exceptPg = 0; this - AHs(q, L, Gy)
is the case in (35). For this reason, KT constraint qualification e
is automatically satisfied.
Proposition 2: Suppose that the power vec®? is defined G.-1 2
such thatP® # P*) fort # k. The least favorable multimedia _ |2 > AHs(q, Gm)| , T > T
distribution is given by a mixture of two probability masses at L 2G, 4=0
s = iands = j with equal probabilitied’;, = P; = 1/2, whose (39)
respective locations depend on the power veBtdisuch that Proposition 3: For one-coincidence sequences where the
maximum cross-correlation and out-of-phase autocorrelation
P® = max {P(O), PO P(S—l)} are upper bounded by one, $JR> SIRy; and, equivalently,
) BERy < BER\; for 1, < T, and1;, > T, assuming perfect
PY) = min {P(O)v PO P(S_l)}- threshold estimation.

+(AH;(q) + AHy(q + LG, Gr))
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T

Proof: Given that the number of coincidences between tt
desired and interferer sequences is optimized to a maximun
one, itis clear that at maximum, one of the aperiodic correlatic 5
functions in (39) is equal to one and the others are equal
zero for a given value of the delay Thus, we can easily say
that the cross terms are always equal to zero. Therefore, (39

simplified to [
x 107 <
1 Gs—1 2 o ’,,x”?' ->— with threshold estimation, P "/Ph0=3/4
(G, Gs) = = 2G Z AH3(q, Gm)| VT, Ty & without threshold estimation ( g, = 2), P!/PM=3/4
s /
q=0 ¥
<0 (40) 107 * with threshold estimation, P (7/P(=1/2
- *— without threshold estimation (o, = 2.7), P"/P(M=1/2 ]
. . 2 2 . ifi (n/p(hn)=
This implies thav;, ; < 0., ; \ and, equivalently, SIR > i modified system and P (%/P("=3/4
SRy u / - - - - modified system and P(7/P(W=1/2
Proposition 4:_ Assum_lng perfect th_resho_lc_zl estimation ani 5 10 15 20 25 30 35 20
constant probability of hip for every chip position, the average K = Total number of users with G, = 14 and G , = 28

value of the difference parameté(G.,,, G.) is always nega-
tive; thuSJ% < 01%1 for T,, < T, andT,, > T.,. In addition, Fig. 6. Theclasshr BER versus the total number of users, for the original
d(G,, G,) is a decreasing function gf and the modified systems.
Proof: Assume that the sequences exhibit sufficient ran-
domness to consider that the probability of hit is constant aggstem always outperforms the modified one, assuming optimal

is equal top. Using this hit probability, we can compute the avthreshold estimation. Although Proposition 4 considers constant

erage value of the partial correlation functions. probability of hit at every chip position, it gives an important
1) T,, < T,: The average value of the difference parametéfsight into the comparison problem by showing that on the
can be written as average, the original system has better performance (assuming

(G, Gs) = e 3 1- 3 from the hit probability. After all, the hit probability is related
s (41) to the number of hits. I is high, the number hits is high too.
This means that when the number of hits is high, the average

Given thatG, > G, then((G,/3) — G,) < 0. In addition, Performance of the original system will improve with respect to

we know that(1 — (2p/3)) > 0, which makesi(G,., G,) < 0 that of the modified one. 3 _
independently of the hit probability, and thusg2 < o2,. The Although the BER of the modified system using FSV seems
derivative ofd(G.,, G.) with respect of is to increase with respect to the original system as the number of

hits increases, we can notice that the threshold drift increases
d(G,,, G) Gy 0G (Gm G ) <1 4p> <0 also as the increases. Therefore, if we consider a simple re-
I e Rt U Tl L G ceiver that does not track the optimal threshold variations, the
(42) overall performance of the modified system will always outper-
form that of the original one.

perfect threshold estimation) than the modified one independent
6 6 = g2 pn (5= ) = (1= 7))

which proves thatl(G,,,, G.) is a decreasing function f
2) T,, > T Inthis case, we consider that the sequence of VI. NUMERICAL RESULTS AND DISCUSSIONS

the desired user is longer than that of the interferer ) o ]
Throughout this section, it must be noted that the same family

d(Gpm, Gy) = — P [(3Gm yen (G2 — 1) P+ 3Gm] ) of codes used previously is employed. Moreover, the power-
' 12G, 8 . - ]
control algorithm and the definition of throughput are used ac
(43) cording to [3]. Briefly, the power-control algorithm is the al-
Given thatG,, > G, andG, > 1, this will obviously make gorithm that provides the optimal transmission power level for
= " ° e each class of users, which maximizes the system throughput.
d(Gm, Gs) < 0 also independently gf. Then, The throughput function was defined as the weighted sum of

dd(Gn, Gy) the number of users in each class. The QoS guarantee for each
T class is taken to be a lower bound on the SIR.
1 Figs. 6 and 7 show the BER performance comparison, be-

= "1, [2(3Gm — G.) (G2 = 1) p+3Gn] <0 (44)  tween the two systems, fatasshr andclassir users, respec-
) tively, and using a multimedia pdf af,, = P, = 0.5 while
which makesi a decreasing function of. Hence the proof is varying the power ratid®(") / P("") to take values 3/4 and 1/2.
completed. m Itis clear that in both cases, the BER of the original system is
The implication of Proposition 3 is straightforward in thébetter than that of the modified one when the detector tracks the
sense that we are practically sure that whenever the one caiptimal threshold. Note that when the number of users becomes
cidence criteria is respected in the multirate system, the origiadh, the two BERs become closer.
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40
10°}
107
5
Q.
=
. S
@ 107 £ =
o ) o = 20f S~e T~ a 1
//=—>— with threshold estimation, P "/P™=3/4 € Sl T~
¥ =] S~ S
) / E N TSl
w02 [ —>— without threshold estimation ( a,= 3.1), P1/PtN=3/4 X 157 N Bl 1
] T = > =N
with threshold estimation, P(/Phi=1/2 10l == Modified s Tl
ity y . A - 1)/P(hr)= r \\\\\ S~ 4
2 without threshold esnm(la)tlo(: )( o= 3.84), P1/PM=1/2 —— Original Assuming Threshold estimation D ki
1 Fo/ dified syst "/pthn= B Sy
0 - modified system and P (n/PN=3/4 5L > Original With Pr(if=Pr(h) A\\ ]
’ - modified system and P (/P(=1/2 { -3 Original With Pr(In=Pr(hn)/2 SN
5 10 15 20 25 30 35 40 30 35 40 45 50 55 60 65 70
K = Total number of users with G | =14 and G | = 28 QoS,, requirements for QoS, = 50

Fig. 7. Theclassir BER versus the total number of users for the original angtig. 9.  Maximum throughput for the original and the modified systems versus
the modified systems. the classhr QoS requirement and for fixedlassir QoS of (a) Qo$. = 50
and (b) Qo%s. = 70.

= g forPr(l =Pr(hn 7 Using the results shown in Fig. 8, Fig. 9 shows a comparison
a5l T Cwfor P =Pr(hn | between the throughput of the original and the modified system
o zfﬁgrirf(/%ii'f(h?)/lzz L when power control is used and when we vary the QoSimu-
4l ' w'/ ] lation shows that the throughput of the original system is always
s | e aal higher than that of the modified system when the detector tracks
R - ] the variations in the optimal threshold. On the other hand, and
% - T as predicted in previous sections, the throughput of the modified
2 5l N system is better when the detector does not track the variations
g in the optimal threshold. Moreover, when we change the multi-
25l media pdf fromP,,. = P},./2 to P;,. = Py,., the throughput of
the original system decreases because the drift increases for the
2L two classes, as shown in Fig. 8.
155 : : : ‘ ‘ : : VII. CONCLUSION
30 35 40 45 50 55 60 65 70
QoS,, requirements for QoS = 50 The average MAI fluctuations in a multirate OFFH-CDMA

system has been described given a prespecified multimedia dis-
tribution and a power-control function. These fluctuations cause
a drift in the optimal detection threshold, which was estimated
theoretically and quantified as a variable called threshold line

When the detector does not track the optimal threshold, thigith. To solve this problem, a new multirate OFFH-CDMA
indUCing a threshold drlft, the BER of the modified SyStem i§ystem was proposed_ The SIR and BER were evaluated for
observed to be better than that of the Original one for the t\Pdﬁe new System using an FSV of the codes used in the Orig-
classes and for the two values Bf'")/P(""). The threshold inal system. Results demonstrated that the new system achieves
drift for a classhr user isoy,, = 2 when P /P("") = 3/4  g60d performance without dynamic estimation of the receiver
andoy, = 2.7 when P(")/P("") — 1/2. On the other hand, threshold. As a conclusion, this new system architecture is rec-
the threshold drift for eclassir user iso;, = 3.1 when ommended for multirate multimedia applications.

P /p) = 3/4 andoy, = 3.84 whenP () /P(h7) = 1/2,
Therefore, the drift increases as the power ratio deceases.

In Fig. 8, we plot the threshold line width versus the QoS
guaranties for thelasshr Qo0S,,. when power control is used Lemma 1: Consider a discrete random variable (7)that
and for fixed Qo%.. Notice that the drift forclasshr users is takes values in the intervat,, z;]. The maximum variance of
smaller than that foclassir users. This result was also showrthis rv is achieved by putting two masses of probability 1/2 at
theoretically in (31). When QqS increasesg;,,. andoy,. also the two extremes; andx. Thus we can say that the discrete
increase. Observe that when we vary the multimedia pdf frodistribution that maximizes the variance of a discrete rv is the
Py, = P,./2 to P, = P, the drift increases for the two Bernoulli distribution for the sefx = {1, 21} with proba-
classes, which confirm the result obtained in Proposition 2. bility massesPx = {p; = 1/2, p,, = 1/2}.

Fig. 8. Threshold line width versus tldasshr QoS requirement for fixed
classir QoS of (a) Qog. = 50 and (b) Qo%. = 70.

APPENDIX
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Proof: Assume a discrete distributigi{=) defined on the REFERENCES
intervalz € [z1, xx]. The variance ofX is given by [1] J. G. Zhang, “Flexible optical CDMA networks using strict optical or-
thogonal codes for multimedia broadcasting and distribution applica-
k k 2 tions,” IEEE Trans. Broadcasting/ol. 45, pp. 106-115, Mar. 1999.
2 2 [2] S. Maric, O. Moreno, and C. J. Corrada, “Multimedia transmission in
o = Z €T f($t> - Z :Elf(a”l) : (45) fiber optical LAN's using optical CDMA,IEEE J. Lightwave Technol.
i=1 i=1 vol. 14, pp. 2149-2153, Oct. 1996.

[3] E.lInaty,H. M. H. Shqlaby, P. Fortier, and LA Rusch, “Multirate optical
We can always writ¢f (z) as the sum of odd and even functions fast frequency hopping CDMA system using power contriEE J.

_ : : P Lightwave Technalvol. 20, pp. 166-177, Feb. 2002.
f(:v) - fe(a:) + f"(x) Then using the OrthOgonahty criteria 4] H. Fathallah, L. A. Rusch, and S. Larochelle, “Passive optical fast

between even and odd functions, the variance in (45) can beé * frequency hop CDMA communication systemEEE J. Lightwave
simplified to Technol, vol. 17, pp. 397-405, Mar. 1999.
[5] A. W. Lam and A. M. Hussain, “Performance analysis of direct-de-
2 tection optical CDMA communication systems with avalanche photo-
) k ) k diode,” IEEE Trans. Communvol. 40, pp. 810-820, Apr. 1992.
o° = Z @i fe(m;) — Z zifol(xi) | . (46) [6] T. Ohtsuki, “Performance analysis of direct-detection optical CDMA
im1 i—1 systems with optical hard-limiter using equal-weight orthogonal
signaling,” IEICE Trans. Communwvol. E82-B, no. 3, pp. 512-520,
. . Mar. 1999.
Due to the fact that we are Seek'ng the maX|mum70fwe must [7] E. Inaty, P. Fortier, and L. A. Rusch, “SIR performance evaluation of a
minimize the second term in (46). This is achieved by making = multirate OFFH-CDMA system,” IEEE Commun. Lett., to be published.
it equa| to zero. Thus we can write [8] T. Ottosson and A. Svensson, “Multi-rate performance in DS/ICDMA
system,” Dept. of Information Theory, Charlmers Univ. of Technology,
Goteborg, Sweden, Tech. Rep. 14, ISSN 0283-1260, Mar. 1995.

9 k 9 [9] L. D. Wronski, R. Hossain, and A. Albicki, “Extended hyperbolic con-
0" = Z T; fe (:L’z) (47) gruential frequency hop code: Generation and bounds for cross- and
=1 auto-ambiguity function,JEEE Trans. Communvol. 44, pp. 301-305,

Apr. 1996.

; i t i ; [10] H. L. Van TreesDetection, Estimation and Modulation Theory, Part
Equation (47) suggests that it is sufficient to obtain the max I New York. Wiley, 1968,

imum Varian_ce assuming(z) is even (thus symmetric apOUt & [11] L. Cooper,Applied Nonlinear Programming for Engineers and Scien-
fixed mean) in order to get the maximum over gf{y:). Using tists Englewood, NJ: Aloray, 1974.

this result, we can restrict our analysis to the family of sym-
metric discrete distributions.

Suppose thaf(z) is a discrete distribution, which is sym-
metric about a fixed mean = (z; + z1)/2. Thus, the variance
of z is given by
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It is clear from (48) that the maximum ef* is achieved by network control, and resource management issues in

takingz; = z, or x; = x1; therefore, we can write optical communication networks and radio multiple
access.

g an+ 21\’
o2 = ; (IZ - %) () Va; € [x1, 21]. (48)

2 _ (T _551)2

Umax - 4

Hence, we have demonstrated that the optimal distribution t#esam M. H. Shalaby(S'83-M'83-SM'99), photograph and biography not
maximizes the variance is the Bernoulli distribution taken fo"’lrv"’1I|ab|e atthe time of publication.
the setSx = {z1, zr} with probability masses(z;) and
f(zg) = 1 — f(x1). But knowing thatf(z) is an even func-
tion, this implies thayt(ivk) = f(xl) = 1/2' which completes Paul Fortier (S'79-M'82—-SM’'00), photograph and biography not available at
the proof of the Lemma. B the time of publication.
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