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Noncoherent Multirate OFFH-CDMA System With
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Abstract—This paper analyzes a new transmitter–receiver
architecture based on a modified version of unipolar–bipolar
correlation proposed for a noncoherent multirate optical fast
frequency hopping code-division multiple-access (OFFH-CDMA)
system. The system assigns a frequency-shifted version (FSV) of
the code used to transmit data bit “1” in order to transmit data
bit “0.” For the original system, we show that due to the nature
of the multimedia network, the fluctuation in the multiple-access
interference (MAI) average causes a threshold drift and thus an
increase in the probability of error. This paper also provides a
stochastic description of the MAI average amplitude fluctuation
using a predefined multimedia probability density function. A
system model is presented; in addition, the signal-to-interference
ratio is derived. From the theoretical analysis and numerical
results, it is shown that the proposed system has good performance
without dynamic estimation of the detection threshold, and thus is
independent of both the number of users and the distribution of
those users in the offered multimedia classes.

Index Terms—Fiber Bragg grating, multimedia network, multi-
rate, optical fast frequency hopping code-division multiple access
(OFFH-CDMA), power control function.

I. INTRODUCTION

L ATELY, there is a growing interest in the development
of broadband optical fiber communication networks using

code-division multiple access (CDMA) for multimedia appli-
cations. Such networks must support heterogeneous traffic like
high-speed and low-speed data, text, image, audio, and video,
with varieties of quality of service (QoS) and traffic require-
ments [1]–[3].

An optical fast frequency hopping CDMA (OFFH-CDMA)
system using fiber Bragg gratings and direct detection has been
investigated in [3] and [4]. In this system, each user is assigned
one sequence for transmission; the sequence is employed to
transmit a “1” while nothing is transmitted for a “0.” Due to
the unpredictable system activities in [3], the average of the
multiple-access interference (MAI) will be unpredictable. Be-
cause the optimal threshold is a function of the average MAI,
it will fluctuate depending on the system activities in terms of
the number of users. This problem was previously considered in
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Fig. 1. Bandwidth of the proposed system.

[6] for direct-sequence CDMA (DS-CDMA). In multimedia ap-
plications, another problem contributes greatly to the dynamic
variation of the optimal detection threshold, namely, users have
the possibility of changing their traffic types dynamically, as
proposed in [3]. We will show that the average MAI is a function
not only of the active number of users but also of the processing
gain (PG), the power-control function used, and the distribution
of the active users between different multimedia classes.

To solve this problem, we proposed in this paper a new system
architecture based on the one proposed in [3]. In this new archi-
tecture, each user is assigned two mutually orthogonal two-di-
mensional code sequences with equal PG. One is designated for
“0” transmission, and its orthogonal version is used for transmit-
ting data “1.” In [5] and [6], equal-weight orthogonal (EWO)
signaling was used. The orthogonal sequence was generated
using a time-shifted reverse version of the original sequence.
On the other hand, in our system, the orthogonality between
the two versions is achieved by using a frequency-shifted ver-
sion (FSV) of the original code in a way that no frequency
overlap exists between the two codes, as shown in Fig. 1. This
method allows an extra degree of flexibility especially in mul-
tirate systems where codes with different lengths are used and
the time-shifted reverse version may lead to higher cross-corre-
lation and out-of-phase autocorrelation [1].

The rest of this paper is organized as follows. In Section II, we
presentamodel of the original system, where we showthe depen-
denceoftheoptimaldetectionthresholdontheaverageMAIusing
theBayes Riskcriteria. In Section III, we present the modified
systembasedontheFSV.Inaddition,wederive itssignal-to-inter-
ference ratio (SIR) expression using the same technique adopted
for the original system, but with a simple time-frequency trans-
formation, and we show that its performance is independent of
the average MAI. In Section IV, we analyze the random fluctu-
ation of the average MAI in a multimedia network and derive a
stochastic expression for a newly defined parameter called the
threshold drift. Moreover, we derive the worst case multimedia
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distribution that causes the highest threshold drift, and equiva-
lently the worst performance. An analytical performance com-
parison between the original and the newly proposed system is
shown in Section V. In Section VI, a numerical simulation is pre-
sented. We conclude in Section VII.

II. ORIGINAL SYSTEM

A. System Model

Consider a fiber-optic CDMA communication network with
transmitter/receiver pairs using OFFH-CDMA [3]. This system
supports users, which share the same optical medium in a
star architecture. Each of the users has the possibility of
switching its traffic rate for any of possible values

corresponding to different types of multimedia
traffic or different classes. The corresponding PGs are given
by , where . and are
the bit period and chip duration, respectively. The transmission
power of aclass- , , is given by .
In addition, assume that the total number of activeclass- users
is with .

B. Average SIR

The derivation to obtain the system SIR is similar to the anal-
ysis presented in [7], and thus it will not be fully presented here.
Using the model presented in [7], the SIR experienced by an ac-
tive user that has rate is

SIR (1)

where is the variance of a zero-mean additive white Gaussian
noise (AWGN). On the other hand,

represents the interference power caused by userfrom
class- on the desired user from class- and is given by

(2)

In addition, and are the average and
correlation parameters derived in [7] (for details, please refer to
[7, (21) and (22), respectively]).

C. From a Detection Theory Perspective

Each source generates an output that in the simplest case
is one of two choices, which are referred to as hypotheses la-
beled by and . In optical CDMA systems, and
correspond to the cases when “zero” and “one” are sent, re-
spectively. To detect the desired signal in MAI plus noise, the
two above-mentioned hypotheses can be defined as follows:

—MAI plus noise is receivedand —signal plus MAI
plus noise is received. Thus, the decision at theth receiver,
which is tuned to theth transmitter that transmits using rate

and power , is , which can be treated as a random
variable whose statistical properties under both hypotheses are
known. To make the detection approach clearer and to show the
importance of the detection threshold in the original system, we

assume that our detector follows theBayesian hypothesis testing
procedure [10].

Consider a system with the two hypotheses concerning a real
observation mentioned before

(3)

where is the total MAI plus the background noise, which is
modeled as a Gaussian random variable with mean and
variance , which are given by

(4)

(5)
The two parameters and are two fixed numbers given by

and . Note that the addition of or to
changes only the mean value of the observation. In terms of

distributions on the observation space, the hypothesis pair of (3)
can be rewritten as

(6)

where denotes the normal distribution with meanand
variance . The likelihood ratio statistic [10] for (6) is

(7)

As assumed in [7], the data are equiprobable. In addition, we
assume uniform cost. Using those constraints, we can define
the Bayes riskas the overall average cost incurred by a given
decision rule as

(8)

where is the critical region, which is defined by

(9)

is the observation space andis equal to one given that we
assume equiprobable data and uniform cost. Due to the fact that

is an increasing function of , (9) can be written as

(10)

where is the optimal detection threshold and can be easily
shown to be

(11)
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Fig. 2. Bayes risk for an active user versus the SIR and the ratio� =� .

When the system activities change dynamically, the MAI av-
erage can be modeled as , where is the
threshold drift, which will be estimated in Section IV. Thus, the
Bayes riskbecomes

SIR

SIR
(12)

where denotes the cumulative probability distribution func-
tion of random variable. Note that if the detector tracks
the stochastic variation in the average MAI, and the
Bayes risk takes on its absolute minimum value, which is given
by

SIR
(13)

Fig. 2 shows the Bayes risk for any active user versus the SIR
and the ratio . It is clear that when becomes
higher, the risk of an error becomes also higher. In addition, it
is normal that when the SIR increases, the risk tends asymptot-
ically to very small values.

III. M ODIFIED SYSTEM

A. System Model
Consider the same fiber-optic CDMA communication net-

work used in the previous section [3], [4] with a new trans-
mitter/receiver pairs using OFFH-CDMA. Each user is assigned
two mutually orthogonal sequences with equal weight gener-
ated from the same family of codes using an FSV as the orthog-
onal sequence. These orthogonal sequences are assigned to the
transmission of “0” and “1,” respectively. In fact, the orthogo-
nality between the sequences is achieved by choosing each of
them from two different frequency bands so that no frequency
hit may exist, although they are from the same family of codes.
Fig. 3(a) shows the transmitter architecture using the FSV of
the FFH code signaling. It is practically realized using two en-
coders, which represent a series of fiber Bragg gratings tuned
to the desired user code and its orthogonal version

. Notice that the overbar means the FSV. The data are
fed into the encoders using two wide-band sources. Thus, the
data bits are modulated either by the sequence or its
FSV depending on whether it is a “1” or “0,” respec-
tively. The two codes are shown in Fig. 3(b). They are related
by , where is the frequency shift.
In addition, must be less than .

Fig. 3(c) shows the receiver of the modified system, which
is practically realized by a 1 : 2 coupler and two matched filters.
The lower branch filter is a correlator matched to , and
the upper branch filter is matched to . The outputs of
the two correlators are subtracted via a balanced photodiode.
The transmitted signal can be expressed as

(14)

where is the baseband unipolar signal of values0, 1 for
traffic type . Notice that when the data bit is “0,” the transmitted
signal is . On the other hand, when the data
bit is “1,” the transmitted signal is

.
The received signal at each receiver can be written as

(15)

where is the time delay associated with theth signal and
is AWGN with two-sided spectral density 2. The signal

at the output of the adder is averaged over the bit durationby
an integrate-and-dump low-pass filter. Therefore, the decision
variable at the filter output is

(16)

where is a zero-mean AWGN with two-sided spectral den-
sity 2 that represents the thermal noise at the receiver with
variance and is the bit period corresponding
to rate .

To eliminate the frequency dimension of the signals, we use
the Hamming correlation concept used in [7]. This enables us
to write (16) as

(17)
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Fig. 3. (a) Modified OFFH-CDMA transmitter, (b) its corresponding 2D-code structure, and (c) modified OFFH-CDMA receiver.

The sequences , , , and are real
numbers representing the hopping frequencies along with their
orthogonal versions used at timefor the th interferer and the
desired user, respectively.

B. Average SIR

Using this modified model, the desired signal component, as-
suming perfect synchronization between the receiver and the
desired transmitter and balanced coupler ( ), is

for and , respectively. The
MAI from user that transmits data with rate is

(18)

is assumed to be an independent random variable. Its variance
can be written as , where is the

expectation operator. We assume thatand , for
, are mutually independent. is uniformly distributed

over the range and
. Thus, averaging over and , we obtain

where and are the average and correla-
tion parameters. They must be derived for two different cases:
1) and 2) .

1) : Averaging over all possible values of

and , we will obtain

(19)

(20)

where , , and are given
by

2) : By taking and averaging
over all possible values of the overlapping bits ,

and can now be written as

(21)

and (22), which can be found at the bottom of the next page.
By considering a balanced coupler ( ) and using the

discrete partial-period aperiodic Hamming-correlation func-
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tions defined in [7], AH, AH , AH , and AH [7, (16)–(20)],
becomes equal to zero and will be

(23)
Therefore, the mean of the MAI vanishes to zero indepen-

dently of the active number of users or the classes chosen by
those users. In addition, the cross terms in (22) are forced to be
equal to zero. Thus, the above result is consistent with the result
obtained in [8] for coherent multirate CDMA.

If we define , the SIR
experienced by an active user that has rate and, using the
modified system, is the same as that defined in (1), but the vari-
ance is now given by

(24)

IV. STOCHASTIC AMPLITUDE FLUCTUATION OF THE

AVERAGE MAI

A. Threshold Line Width

This section provides a stochastic description of the MAI am-
plitude fluctuation using a predefined multimedia probability
density function (pdf). Because every user may choose his class

and modify it dynamically, we assume that theclass- can be
considered as a discrete random variable with a certain proba-
bility mass function (pmf) given by the probability
(user chooses theclass- ) with .

Proposition 1: Given that the sequences used for each class
respect the one-coincidence criteria with nonrepeating frequen-
cies, the expected value of the average MAI generated from the

th user that transmits using theclass- is given by

(25)

where is the total number of available frequencies.
Proof: Given that the number of coincidences between the

desired and interferer sequences is optimized to a maximum of
one, it is clear that the probability of hit in the first chip position
is

Given , the probability of hit in the second chip position
can be written as

In addition, because we have nonrepeating frequencies in the
same sequence, we can write . Thus,

can be written as

By induction, we can show that the probability of hit at any chip
position will be

(26)

(22)
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Given (26) and assuming that the sequences assigned to dif-
ferent users are mutually independent, we can calculate the ex-
pected values of AH as shown below

(27)

Using this result, can be approximated by its ex-
pected value. We obtain

(28)

The average of the MAI generated from theth user that trans-
mits usingclass- is given by

(29)

Substituting (28) into (29), we obtain (25).
Due to the fact that we have considered theclass- as being a

random variable, any function of theclass- is also considered
as a random variable. Thus, is a random variable with
mean and variance , which can be written as

(30)

(31)

Since the users are assumed independent and may choose
their classes also independently from each other, the mean
and the variance of the total MAI average are the sum of the
means and variances from all active users, respectively, and they
are given by

(32)

(33)

In this paper, the MAI average fluctuation is regarded as
the square root of the variance or the standard deviation from
the mean . The variable is a measure of the amount of
threshold drift, and we call it the threshold line width. The
optimum threshold level given in (11) contains two terms. The
first term is the desired signal and is supposed to be known
from the destination. The second term is the average MAI, and
the fluctuation of this term causes the amplitude fluctuation in
the detection threshold. Thus, it induces a drift from the optimal
threshold. Therefore, we can model the detection threshold at
the receiver as follows:

(34)

Fig. 4. Theclass-hr BER versus the detection threshold forK = 12.

Fig. 5. Theclass-lr BER versus the detection threshold forK = 12.

From (33), we can notice that the threshold drift is greatly de-
pendent on the total number of users, the multimedia distribu-
tion, and the applied power-control function.

In Figs. 4 and 5, we plot the bit error rate (BER) versus the
detection threshold for the case of a two-class system, namely,
class- andclass- , respectively, and using the extended hy-
perbolic congruential (EHC) family of codes [9] with
available frequencies. One can notice clearly the dependence of
the BER and the on the PG of the desired user, the trans-
mission power, and the multimedia pmf adopted in the network,
assuming a fixed number of users ( ). In these figures,

and represent vectors
containing the pmf and the transmission power of each class, re-
spectively. We can observe the variation of when we vary
the transmission power of the two classes. Therefore, in a multi-
rate system, the optimal threshold will fluctuate with the applied
optimal power-control function [3].
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B. Worst Case Multimedia Distribution

For a given power-control function, the multimedia distribu-
tion can be considered as a noise distribution that introduces
threshold drift, which in turn causes higher probability of error.
It will be interesting to find the worst case performance achiev-
able by any multimedia distribution as a function of the applied
power-control function. This distribution is called the worst case
distribution.

In this section, the functional that quantifies the threshold
drift is

(35)

where and
. Notice that is a constant that depends on the desired

user PG and the number of available frequencies. It is given by

In addition, the matrix is symmetric and is given by

The optimization problem is a nonlinear problem with linear
constraints and can be stated as follows:

(36)

subject to

(37)

The constraint set in (37) can be considered as convex. Then
it is sufficient that the objective function in (35) be a concave
function in order that the global maximum will satisfy the
Kuhn–Tucker (KT) conditions [11]. In fact, has a
well-known quadratic form. From quadratic programming
theory [11], we can say that is a concave function if

is a negative definite matrix, which means that this matrix is
defined such that for all except ; this
is the case in (35). For this reason, KT constraint qualification
is automatically satisfied.

Proposition 2: Suppose that the power vector is defined
such that for . The least favorable multimedia
distribution is given by a mixture of two probability masses at

and with equal probabilities , whose
respective locations depend on the power vectorsuch that

In addition, the maximum value of is given by

(38)

Proof: It is clear that represents the
variance of the square root of the power with respect
to the distribution . Lemma 1 in the Appendix shows that
the maximum variance of a finite discrete random variable is
achieved by putting two masses of probability 1/2 at the two ex-
tremes. This enables us to say that the maximum of the variance
of the power is achieved when putting two masses of values 1/2
at the extremes, thus at and , respectively. Therefore,

for and zero elsewhere. For this reason,
is given by (38).

V. PERFORMANCECOMPARISON

Basically, the only difference between the SIR expressions of
the two systems is the value of the variances shown in (2)
and (24) for the original and the modified system, respectively.
The system that processes the smallest variance will have the
largest SIR and equivalently the better performance. Thus, by
knowing the sign of the difference between the variances of the
two systems, (the letters O and M stands
for original and modified, respectively), we can figure out which
of the two systems has the best performance. The parameter
can be written as

(39)
Proposition 3: For one-coincidence sequences where the

maximum cross-correlation and out-of-phase autocorrelation
are upper bounded by one, SIR SIR and, equivalently,
BER BER for and assuming perfect
threshold estimation.
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Proof: Given that the number of coincidences between the
desired and interferer sequences is optimized to a maximum of
one, it is clear that at maximum, one of the aperiodic correlation
functions in (39) is equal to one and the others are equal to
zero for a given value of the delay. Thus, we can easily say
that the cross terms are always equal to zero. Therefore, (39) is
simplified to

(40)

This implies that and, equivalently, SIR
SIR .

Proposition 4: Assuming perfect threshold estimation and
constant probability of hit for every chip position, the average
value of the difference parameter is always nega-
tive; thus for and . In addition,

is a decreasing function of.
Proof: Assume that the sequences exhibit sufficient ran-

domness to consider that the probability of hit is constant and
is equal to . Using this hit probability, we can compute the av-
erage value of the partial correlation functions.

1) : The average value of the difference parameter
can be written as

(41)

Given that , then . In addition,
we know that , which makes
independently of the hit probability, and thus, . The
derivative of with respect of is

(42)

which proves that is a decreasing function of.
2) : In this case, we consider that the sequence of

the desired user is longer than that of the interferer

(43)

Given that and , this will obviously make
also independently of. Then,

(44)

which makes a decreasing function of. Hence the proof is
completed.

The implication of Proposition 3 is straightforward in the
sense that we are practically sure that whenever the one coin-
cidence criteria is respected in the multirate system, the original

Fig. 6. Theclass-hr BER versus the total number of users, for the original
and the modified systems.

system always outperforms the modified one, assuming optimal
threshold estimation. Although Proposition 4 considers constant
probability of hit at every chip position, it gives an important
insight into the comparison problem by showing that on the
average, the original system has better performance (assuming
perfect threshold estimation) than the modified one independent
from the hit probability. After all, the hit probability is related
to the number of hits. If is high, the number hits is high too.
This means that when the number of hits is high, the average
performance of the original system will improve with respect to
that of the modified one.

Although the BER of the modified system using FSV seems
to increase with respect to the original system as the number of
hits increases, we can notice that the threshold drift increases
also as the increases. Therefore, if we consider a simple re-
ceiver that does not track the optimal threshold variations, the
overall performance of the modified system will always outper-
form that of the original one.

VI. NUMERICAL RESULTS AND DISCUSSIONS

Throughout this section, it must be noted that the same family
of codes used previously is employed. Moreover, the power-
control algorithm and the definition of throughput are used ac-
cording to [3]. Briefly, the power-control algorithm is the al-
gorithm that provides the optimal transmission power level for
each class of users, which maximizes the system throughput.
The throughput function was defined as the weighted sum of
the number of users in each class. The QoS guarantee for each
class is taken to be a lower bound on the SIR.

Figs. 6 and 7 show the BER performance comparison, be-
tween the two systems, forclass- andclass- users, respec-
tively, and using a multimedia pdf of while
varying the power ratio to take values 3/4 and 1/2.
It is clear that in both cases, the BER of the original system is
better than that of the modified one when the detector tracks the
optimal threshold. Note that when the number of users becomes
high, the two BERs become closer.
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Fig. 7. Theclass-lr BER versus the total number of users for the original and
the modified systems.

Fig. 8. Threshold line width versus theclass-hr QoS requirement for fixed
class-lr QoS of (a) QoS = 50 and (b) QoS = 70.

When the detector does not track the optimal threshold, thus
inducing a threshold drift, the BER of the modified system is
observed to be better than that of the original one for the two
classes and for the two values of . The threshold
drift for a class- user is when
and when . On the other hand,
the threshold drift for aclass- user is when

and when .
Therefore, the drift increases as the power ratio deceases.

In Fig. 8, we plot the threshold line width versus the QoS
guaranties for theclass- QoS when power control is used
and for fixed QoS . Notice that the drift forclass- users is
smaller than that forclass- users. This result was also shown
theoretically in (31). When QoS increases, and also
increase. Observe that when we vary the multimedia pdf from

to , the drift increases for the two
classes, which confirm the result obtained in Proposition 2.

Fig. 9. Maximum throughput for the original and the modified systems versus
theclass-hr QoS requirement and for fixedclass-lr QoS of (a) QoS = 50

and (b) QoS = 70.

Using the results shown in Fig. 8, Fig. 9 shows a comparison
between the throughput of the original and the modified system
when power control is used and when we vary the QoS. Simu-
lation shows that the throughput of the original system is always
higher than that of the modified system when the detector tracks
the variations in the optimal threshold. On the other hand, and
as predicted in previous sections, the throughput of the modified
system is better when the detector does not track the variations
in the optimal threshold. Moreover, when we change the multi-
media pdf from to , the throughput of
the original system decreases because the drift increases for the
two classes, as shown in Fig. 8.

VII. CONCLUSION

The average MAI fluctuations in a multirate OFFH-CDMA
system has been described given a prespecified multimedia dis-
tribution and a power-control function. These fluctuations cause
a drift in the optimal detection threshold, which was estimated
theoretically and quantified as a variable called threshold line
width. To solve this problem, a new multirate OFFH-CDMA
system was proposed. The SIR and BER were evaluated for
the new system using an FSV of the codes used in the orig-
inal system. Results demonstrated that the new system achieves
good performance without dynamic estimation of the receiver
threshold. As a conclusion, this new system architecture is rec-
ommended for multirate multimedia applications.

APPENDIX

Lemma 1: Consider a discrete random variable (rv)that
takes values in the interval . The maximum variance of
this rv is achieved by putting two masses of probability 1/2 at
the two extremes and . Thus we can say that the discrete
distribution that maximizes the variance of a discrete rv is the
Bernoulli distribution for the set with proba-
bility masses .
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Proof: Assume a discrete distribution defined on the
interval . The variance of is given by

(45)

We can always write as the sum of odd and even functions
. Then using the orthogonality criteria

between even and odd functions, the variance in (45) can be
simplified to

(46)

Due to the fact that we are seeking the maximum of, we must
minimize the second term in (46). This is achieved by making
it equal to zero. Thus we can write

(47)

Equation (47) suggests that it is sufficient to obtain the max-
imum variance assuming is even (thus symmetric about a
fixed mean) in order to get the maximum over any . Using
this result, we can restrict our analysis to the family of sym-
metric discrete distributions.

Suppose that is a discrete distribution, which is sym-
metric about a fixed mean . Thus, the variance
of is given by

(48)

It is clear from (48) that the maximum of is achieved by
taking or ; therefore, we can write

Hence, we have demonstrated that the optimal distribution that
maximizes the variance is the Bernoulli distribution taken for
the set with probability masses and

. But knowing that is an even func-
tion, this implies that , which completes
the proof of the Lemma.
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