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~ Abstract—This paper addresses the problem of real-time mul- these works, the strategy has largely been to give priority to
timedia transmission in fiber-optic networks using code division the code structure that supports multirate traffic. Although the
multiple access (CDMA). We present a multirate optical fast code family plays an important role in the performance of a

frequency hopping CDMA (OFFH-CDMA) system architecture L2 . .
using fiber Bragg gratings (FBGs). In addition, we argue that, in communication system, it is not the only factor to be considered

multimedia applications, different services have different quality 1N the analysis and design of a multirate optical COMA system.
of service (QoS) requirements; hence, the user only needs to useThis is especially true when the system allows users to dynam-
the minimum required power to transmit the signal, such that the jcally switch traffic types for different connection applications
required signal-to-interference ratio (SIR) is met. We show that a with different QoS requirements. Even when using a code
variable bit rate optical communication system with variable QoS - . N

can be implemented by way of power control with great efficiency. family that Squort_S multirate gppllcatlons and preserve_s auto-
Present-day multirate optical CDMA systems concentrate on and cross-correlation properties between codes of different
finding the code structure that supports a variable rate system, lengths, higher rate users exhibit low performance compared
neglecting the importance of the transmission power of active to |ower rate users. This will limit the number of higher rate
users on the multiple access interference (MAI) and, therefore, on users, especially if they require high QoS, as is the case for

the system capacity. In this work, we assign different power levels | . - .
to each rate through a power control algorithm using variable high-speed data transfer. We will prove that by controlling the

optical attenuators, which minimizes the interference and, at Optical transmission power of each rate, using variable optical
the same time, provides variable QoS constraints for different attenuators, we are able to reduce the wide differences between

traffic types. Although we are using a code family that preserves pjt error rates (BERs) for different types of traffic, therefore
gpod cprrelation properties. between coqes of different Iengths, helping to meet QoS requirements.
simulations show a great improvement in the system capacity
when power control is used. It must be noted that a sort of power control was proposed pre-
Index Terms—Fiber Bragg grating (FBG), multimedia network \{iously for.sir-lgle-rate DS_CDMA systems by using QOubIe op
multirate optical frequency hopping code division multiple acce:ss tical hard-limiter Co_rr8|at'on rece!vers [4]. This tEChmquef n,eeds
(OFFH-CDMA), power control function. two threshold settings for the first and second hard limiters.
These thresholds are generally dependent on the received optical
power and the number of simultaneous users. Furthermore, op-
tical hard limiters with variable thresholds do not exist in prac-
HE subject of integration of heterogeneous traffic in ogice. For this reason, we propose to limit the interference directly
tical code division multiple access (CDMA) has receiveffom the transmitter using variable optical attenuators; thus, the
much attention lately [3], [4]. This is due to growing interesteceiver will remain a simple optical correlator.
in the development of broad-band optical fiber communication In Section Il, we propose a multirate optical fast frequency
networks for multimedia applications. Future networks are raepping CDMA (OFFH-CDMA) [5] system based on a power
quired to accommodate a variety of services, including muliéontrol algorithm that maximizes the system capacity and, at
rate data, graphics, audio, video, voice, and image with differahe same time, allows dynamic switching of traffic rates. We
performance and traffic constraints. Each type requires a giveiesent a possible implementation of multirate OFFH-CDMA
quality of service (QoS) specified by its signal-to-interferencencode—decoder. Performance analysis and simulation results
(SIR) ratio. For example, voice terminals have stringent del@yr a dual-rate communication scenario are investigated in terms
requirements but tolerate some transmission errors, whereas@/BER with and without power control in Section . Sec-
rors cannot be tolerated at the destination for high-speed dgéa IV presents an upper bound on the system capacity based
transfer [1]. Moreover, real-time video communications requign the QoS requirements that are specified by lower bounds
both error-free transmission and real-time delivery [2]. on the SIR. In Section V, we are able to optimize the power
Previous works have addressed multirate communicatigfntrol function by solving a nonlinear programming problem
using optical direct sequence CDMA (DS-CDMA) [2], [3]. Inysing linear programming theory based on which a newly de-
fined function is derived. This function enables us to obtain an
Manuscript received October 27, 2000; revised October 24, 2001. analytical solution to the optimal power function that maximizes
The authors are with the Department of Electrical and Computer Engineerifgea system throughput. In addition, insightful simulations and
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Fig. 1. Multirate OFFH-CDMA system. a) Time b) Time
Il. MULTIRATE OFFH-CDMA WITH POWER CONTROL Fig. 2. FFH Pattern for (a) lower rate and (b) higher rate users.

Optical FFH-CDMA has been proposed in [5]. The encoding
and decoding are achieved passively using a sequence of fib@nfigurability of the encoder—decoder is possible using tun-
Bragg gratings (FBGs). The gratings will spectrally and tempable FBGs. In fact, in order to obtain shorter codes, wavelengths
rally slice an incoming broad-band pulse into several comptsom longer codes can be tuned outside the working bandwidth
nents [6], as shown in Fig. 1 (encode). Pulses are equally of the system. In doing so, these wavelengths are no longer re-
spaced at chip intervaiB. seconds apart, corresponding to thflected by the intended encoder—decoder; hence, the reflected
round-trip propagation time between two consecutive gratingsttern looks like the one presented in Fig. 2(b). Itis important to
The chip time is given by, = 2n,L./c. L. represents the sum mention that the limitation on the multirate reconfigurability of
of one grating length and one spacing distance between adjadbatsystem is related to the tunability margin of the fiber Bragg
grating pairs¢ is the speed of light, and, is the group index. grating [5].
The time spacing, the chip duration, and the number of gratingsDue to the fact that the weight for a higher rate user is less
will limit the data bit rate of the system, i.e., all reflected pulsethian that for lower rate users, dramatic decrease in the higher
should exit the fiber before the next bit enters. The bit duratigate SIR will be experienced; hence, low performance can be
is given by the total round-trip time in a grating structureMdf expected.
gratings,I” = 2(N — 1)n,L./c, whereN is referred to as the
processing gaif{PG = N). B. Proposed Communication System

, Consider a fiber-optic CDMA communication network with

A. F_’rogrammable Multirate OFFH-CDMA Encoder—Decodet, o\ cmitter—receiver pairs using OFFH-CDMA Witn-OFF
Device keying modulation. This system suppofsusers, which share

It is important to emphasize the difference between passive same optical medium in a star architecture, as shown in
optical CDMA and its electrical active counterpart in order t&ig. 3. Each of thel users has the possibility of switching its
justify our work. In fact, in active CDMA systems, there is araffic rate for any ofS possible value®t; < Ry < ... < Rg
one-to-one correspondence between the transmitted symbolchrresponding toS different types of multimedia traffic or
ration and the PG in the sense that changing the bit duration willdifferent classeés Each of these classes is constrained to
eventually lead to a change in the user's PG. On the other haadgiven QoS € {Qo0S,,Q0S,,...,Q0S;} requirement. The
this one-to-one relation does not exists in passive optical CDM#drresponding PGs are given B, > Ny > ... > Ns.
systems. For instance, decreasing the bit duration will not afféatrthermore, a power control block is used in order to limit
the symbol duration at the output of the optical encoder. Thett&e interference and optimize the system capacity. In fact, this
fore, for a fixed PG, increasing the link transmission rate beyoran be easily implemented using variable optical attenuators.
a given value, known as the nominal rate, leads to bit overlapAtcordingly, we must determine the functidd®) that rep-
the output of the encoder [7]. This, in turn, leads to high interesents the transmission power of users transmitting at rate
ference level. The idea is to respect the total round-trip time f&;, € {R;, Ro,...,Rs}. P is given in (1), where we define
light from a data bit to traverse the encoder. Our intention istb< «, < 1 to be its corresponding attenuation function. We
guarantee the one-to-one correspondence between the PGawstme all users transmitting at the same rate will have the
the source transmission rate. Therefore, in order to increase ¢hene level of attenuation? represents the maximum power
transmission rate, we should decrease the duration of the tat@ilable in the system
round-trip time for light to go through the encoder—decoder and,
hence, decrease the code duration. Given these constraints, it is P® =a,P withse{1,2,...,5} 1)
clear that we are naturally using fixed chip rate and variable PG
to achieve a multirate system. As a result, in order to dynami-
cally control the spreading gain of an OFFH-CDMA user, we
should control the length of the code of this user represented Y Hamming Auto- and Cross-Correlation

the PG. Fig. 1 shows an illustrative example of a lowey &nd . .
higher ¢.r) rate encoder structure. In Fig. 2, we show the fre- In frequency hopping CDMA systems, mutual interference

. . ._occurs when two or more transmitters use the same frequency
quency hopping patterns corresponding to the lower and higher

rate cases presented in Fig. 1. Programmability or multirate relin this paper, rate and class are used interchangeably.

Ill. PERFORMANCEANALYSIS
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Fig. 3. Block diagram of the proposed OFFH-CDMA network for multimedia communication.

at the same time. This interference can be controlled by these users, and, therefore, the system capacity. Each class
the cross correlation of the frequency hopping sequencgs {1,2,...,S5} is characterized by its own QoS requirement,
One of the best hopping sequence performance measurespiscified by a given SIR Hence, the SIR experienced by an

provided by the periodic Hamming cross-correlation funactive user that has raf;, wherej € {1,2,...,5}[3],is
tion Hxy( ) [8]. Let X = [X(0),X(1),...,X(Ns1 — 1)] N2

andY = [Y(0),Y(1),...,Y(Ns2 — 1)] denote two hop- SIR; = J (5)
ping sequences of period¥s; and Ns., respectively, with (K; — 1)0]27j + Z“g; Ksj—;o—is + (02Y

Nsi1 < Nso. Let X(I) andY (]) € {f1, f2,..., fq}, wheref;

is one of theg possible frequency slots. Suppose thats the Where

desired user’s code andis the interferer code. At the receiver, 5-1
the Hamming cross correlation between these two sequences K= Z K
is defined as =0

Ng1—1 N;, «; andK; are the PG, the attenuation value, and the number
KRR J
Hxy(r) = Z hMX(©@),YE—71)), of active users itlassy, respectivelyaij andais are the av-
i=0 erage variances of the cross-correlation amplitude in the same
for —Nso+1<7<Ns1 —1 (2) class and between different classes, respectively. In addition,
(o2) represents the additive white Gaussian noise (AWGN)

n

PN R _
where the sunt; — 7) is taken moduldVs; andh(-)? is the gower spectral density after power control.

Hamming function. The autocorrelation function is defined a

N1 C. BER
Hxx(r)= > h(X(i),X(i-1)) Using the Gaussian assumption for multiple access interfer-
i=0 ence (MAI) [9] and equiprobable data, the probability of error

for —Ns1+1<7<Nsi—1. (3) (orthe BER), for each class of users is given by

The average variance of the cross correlation between two i SIR .
users transmitting at raté&s; andRs», and using code¥ and PP =Q TJ , forje{l2,....S} (6)

Y, is given by

Nay—1 where
Gy = Y (Hxy(r) - Hxy(n) 1 [t
o N52 + NSl -1 7=—Ng2+1 7 7 Q(‘T) = —/ G_UQ/Q du.
) V2 Sy

whereHx y () is the delay-averaged value of the cross-corre- Using this assumption, we have simulated the case of a
lation function. dual-rate system, representecckessir andclasshr for lower

and higher rate users, with two different traffic types and QoS
B. SIR requirements, as shown in Table I. We used a family of codes

In this paper, the SIR experienced by users clustered in eyéth 29 available frequencies, generated from the algorithm
class plays an important role in determining the performanéé Bin [10], and falling into the category of the so-called
one-coincidence sequences [11]. It is characterized by the

following three properties: 1) in each sequence, each frequency
0, ifa#b is used once, at most; 2) the maximum number of hits between
1, ifa=0. any pair of sequences for any time shift equals one; and 3) it

2Hamming function

h(a,b) = {
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TABLE | IV. SYSTEM CAPACITY
SYSTEM PARAMETERS. DUAL RATE SYSTEM

A. Admissible Region

et SER T In this section, we establish a relation between number of

Processing gain Ay =12 Mi=6 users, QoS requirements, and transmission powers in each class.
Transmission rale =500 Mg iy, =1 Libps For simplicity, we describe the case of the two-rate system il-
Mlin. allowed SIR i, = 6 =40 lustrated in Section 11I-C. We impose a minimum QoS for each

rate by fixing a lower bound for the SIR, i.e., SIR = 3;
wherej € {hr,lr}. Using (5), we obtain two inequalities for
the number of users in each class.

18
QU The o
‘s r,T
1g° Khr + 5 X Klr S Khr (7)
KNy Opy
O Tl i %
18 Klr + ! e X Khr S Klr (8)
(& 77
g - - . .
g where K3, and K, represent the maximum number of active
& users inclasshr andclassir when there are nolassir and
classhr users, respectively. They are given by
16° 2 2y\/
~ 1 N7, oL
K. =1+ 5” - ( 2) (9)
18° Bhr Thr Thr
~ 1 N? (02)/
Ky,=14_—" 7% (10)
B op. op,

Before continuing, let us simulate the example given in
Table I. Fig. 5(a) shows the admissible region for the case of
equal power. Due to the diversity between the performances
of the two classes, there is no intersection between the two
regions. The achievable region is linear, and it is imposed
by the condition on the higher rate users given by (7). By
lowering PU"), the region is wider; hence, more users can
be supported from the two classes, as shown in Fig. 5(b).
Although the boundary region generated by the QoS condition
on lower rate users given by (8) is smaller, this will not affect
the maximum allowable number of users in the system due to
the overperformance experienced by this class.

BER
=Y
8

18 The first intersection point, illustrated in Fig. 5(b), is reached
Nusber of lower rate users K, between the two regions when the value of the power ratio
(b) (al,,/ah,,) is
5 .
Fig. 4. BER for both classes with fixed number of higher rate users and using ay = Tir hr K, (11)

(@) PU™ = Pt = 1, and ()P = P17 /2 = 0.5. ol Ky

preserves good auto- and cross-correlation properties betwB&tpw this value, the two regions begin to overlap, as shown

codes with different lengths obtained by truncating long cod#s Fig. 5(c). This means that the diversity between the perfor-

[11]. mances of the two classes is minimized. The overlap between
Fig. 4(a) shows the BER performance for both classes usiti¢ two regions is the admissible region. Our goal is to maxi-

normalized equal transmission power (assumiig= 1), mize this region in order to maximize the system capacity. Note

P = phr) = 1 Itis clear that the BER for higher rate userghe intersection point of the two regio&’), which plays an

is much higher than that for lower rate users. As mentionéaportant role in defining the largest possible boundary region

before, this will lead to a wide diversity between the perforthat can be achieved, as will be shown in Section V. If we further

mances of the two classes, and the possibility of adding highsttenuateP“, there is a value after which the intersection be-

rate users will be limited for stringent QoS requirements. Asveen the two lines will no longer exist, as shown in Fig. 5(d).

shown in Fig. 4(b), whet”(™) is reduced to 0.5, thelasslr  For thisclassir power value, the power ratio between the two

bit energy is reduced, resulting in higher BER. On the otherasses is

hand, the BER performance is improved fdass hr. This y 5

improvement is due to the reduction of the MAI variance for Gy = —2kr ﬁ (12)

classhr users. Tirtr K
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Fig. 5. Boundary limit for K., K,.,), for a given minimun(SIR;., SIR,,.) with P> = 1 and (@)P"" = 1, (b) P47 = P{7), (c) P < PU™ <

P{7) and ()P = P,

Observation: It is important to mention that in an opticalrespectively] whethefy increased or decreased, depending on
medium, there is a need to support a large variety of applicatidhg system requirements.
with very diverse traffic characteristics [1], [2]. Consequently,
we observe that the optimal transmission power of each cld®s Generalized Concept
depfqu on the relative valuesif,. andK;,. Whenk; > 1, The expression for the admissible region can be easily gener-
the “1”in (9) and (10) can be neglected. Thus, the relative valygzed tos classes of users operatingsdlifferent rates. The in-
between these two parameters can be approximated by gqualities governing the system capacitySoclasses are given

K _ N2 o, by

— > - .

K Niiw Pir 03, K) +dppKo+---+disKs < K,
When N, > Ny, and the values of;,. and 3, are compa- don K1+ Ko+ +dosKs < Ko

rable, Ky, is greater thark;,,., as shown in Fig. 5(a). Hence, it

is normal to decrease the transmission powetlasir users

in order to increase the system admissible region. On the other

hand, when(By,,./5i.) < (NZ./NZ,), K;,- will be smaller than .

K;,,.. This situation may happen wheh. > g;,., as revealed ds1 K1 +dsoKs + -+ Kg < Kg. (13)

in Fig. 6(a), for3;,,. = 20 and3;,. = 80. Assuming that this sit-
uation may happen in practice, tblasshr transmission power The coefficientd;;, for ,j € {1,...,S}, is determined by

must be decreased, compared to that ofdasslr, in orderto  d;; = (a;/;)(07 ;/07). The parametek’; denotes the max-
increase the system admissible region, as illustrated in Fig. 6@mum number of active users nlassi when there are no ac-
for a power ratio of 1.5. This procedure insures the existencetive users in the system from other classes. Plotting these in-
the intersection pointZ) betweena,,;, = min{&;,@:} and equalities versu¥(y, K>, ..., K, yields the allowable region,
Amax = max{d, &z} [y anday are given in (11) and (12), bounded by a¥-dimensional hyperplane of points representing
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B. Analytical Method

15

1) Two-Class SystemFirst, consider two classes of users
that have been used in previous sections, namelys/r» and
classir. Equations (7) and (8) can be written in matrix form as

follows:
AK =K (17)
o . . | e e where
a 5 1l 135 21 25 L}
&, for required SIR, = 20 and SR, = &0 1 any e
i) A= - Q. o}, K — |:§((l7, :|
Qup Zhrlr 1 hr
Q- of
Fig.6. Boundary limitfol K., K,,..), for agiven minimun{SIR,,., SIR;,..) - K
with P47 = 1and (P =1, (b) P{i7 < PO < Piln). K= {K y } '
I

the maximum number aflassi users fori € {1,2,...,S},and Whenrank(A) = 2, the intersection poink’ exists, as shown
for given QoS constraints. in Fig. 7. Hence, solving (17) using the coordinate of pofits
andEy,,. shown in Fig. 7, we obtain the following boundary limit

for the power ratio:
V. OPTIMIZATION OF THE POWER CONTROL FUNCTION P

A. System Throughput in o2\ Kir { 9irsr \ K _ o
. - N 2 . ? 2 . -

Because each class has a different rate, the system utilization Thrir ) Kir 9 Ky Ohr

is maximized when the number of higher rate users is more than o2 K o2 ”
hr hr Ir,hr I

the number of lower rate users. Thus, the system throughput <maxq | - 7\ o2 - (18)
is defined as the sum of the maximum allowable active users tr
with given weightsw, for subclasss. These weights represent, exists in the first quadrant whem,i, < @ < s, Where

the available rate§R; , R», . .., Rs}, normalized by the highestavamim and cvpe, represent values satisfying (18). Thus, by
rate Rs in the system. Hence, the optimization problem is pr%’olving (17), we can write

sented as follows:

5 =
O ir

1 - -
s K0 = Ty ot — o} (19)
max {f(K17K27...7K5)}: max {ZwSKS ]7_ ; ) dl’}’ ]
e A Kf(a) = {Klr _ b Khr} (20)
(14) (1 - dh?‘,lrdlr,hr) (0%

with ws; = R,/ Rs. The constraints are
Wheredh”:h’ = (012”‘,11‘/0]%1’)’dl”,}”’ = (0121‘,7”’/0121*) andOé =

) o /o, We define the weighted sum of the coordinatelbf
SIR¥™ > 8., Vs (15)  as shown in (21) at the bottom of the next pa@é{ («) is a
K, >0. (16) valid function of« because, for every power ratig there is
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Kia Kra * Ifthe optimal value of the objective function is bounded, at
; ~ least one of the extreme points of the convex set of feasible
E, E, solutions will be an optimal solution.

Thus, in our case, the global maximum is one of the extremes
of the acceptance region. When we vafyto o/, we are practi-
cally varying the acceptance region. For this new region, there is
a new global maximum given by one of the extremes. Therefore,
\ > > the optimization process is simplified to the search between the
2n Kor E, Ko extreme points for every > 0. The extreme point that maxi-

(a) ®) mizesf will correspond to the optimal transmission power ratio

Fig. 8. The admissible region ofa_\two—rate system wﬂhk(A) =1 (a)for ao;;gl;lagécha > 0, we define the set of extreme pOil‘p‘LS:
an uncontrolled system and (b) using the optimal power ratio. {EhraElraE}n whereE is the intersection point between the
two boundary lines of the admissible region if it exigfs, V; €
a corresponding unique value= T H («). Whenrank(A) < {hr,lr}, represents an extreme point on fttle dimension axis.
2,det(A) = 0. For this case, the two boundary lines intersedt; may vary from(0, 0) to the pointEj. Thus, the optimal point
on a line passing bEl,, andE},,., as shown in Fig. 8. is either on the dimensional axis or the intersection pdint
Proposition 1: Given thatrank(A) = 2, the maximum of If the solution is on theth dimension axis, then we take the
the throughput functiorf(«) defined in (14) is given by the maximum of E;, which isEj. If the solution is not on one of

maximum of the functio’ H («). Thus the axes, it will be the intersection poift for cpi, < a <
amax. IN fact, evenk; is an intersection point, when the lines
max{f(a)} = max  {TH(a)}. (22) intersect t_hejth dimension axis for a particular value af As
>0 Qmin S dmax a conclusion, the search space has now been reduced to the set

. . of intersection points
Therefore, the optimal power rati®.pima1 between the two

classes is given by A ={E(a)/tmin < & < max}- (25)

Therefore, by obtaining the maximum BtH («) for o, <
Qoptimal = 418 a,},i,,gl;?gam{TH (@)} (23) < @ We can compute the maximum ¢f ), which
proves (22). Consequently, the optimality criterion can now be
On the other hand, ifank(A) < 2, the optimal throughput is viewed as finding the.* that maximizes the newly defined func-
given by one of the extremes tionTH («) for the new boundary limits given in (18), and, thus,
the proof of (23).
{Ep, Eny Or doptimal € {@min Ctmax } (24) On the other hand, ifank(A) < 2,det(A) = 0 and the
intersection point does not exists. This happens when the fol-
depending on whether attenuation or amplification is pel@wing equality holds true:
formed. 2 2
Proof: For afixed power ratiev, the optimization problem = .
defined in (14)—(16) is a linear programming problem because Tir Thrtr
«is fixed andw; is also constant. This problem is characterizeg this expression is valid for a given family of codes, the two
by the following facts. lines are parallel and intersect in a line when we varyas
» The set of feasible solutions is a convex set. This convekown in Fig. 8. It is clear that the widest acceptance region is
set has a finite number of corners, which are usually rehown in Fig. 8(b) where attenuation is performed for the lower
ferred to as extreme points. rate users to reach = o,;,. If the acceptance region drawn
* The set[K), K], which yield a specified value of the from higher rate constraint is wider, the system must perform
objective function, is a line. Furthermore, the lines correamplification for the power of the lower rate users to reach the
sponding to different values of the objective function arimtersection line atv = «,,,.. Due to the fact that Fig. 8(b)
parallel. is the widest possible acceptance region of the system, the op-
* Alocal maximum is also the absolute (global) maximurtimal solution is one of the extreméElr, E,L,,} for coptimal €
of the objective function over the set of feasible solutiong i, @max }, Which proves (24). [ ]

TH(a) = Kf.(a) +wi KE(0)

_ 1 _(th,HKlr)aQ + (wlrklr + Khr)a - le,hTwlTKhT
(1 - dhr,lrdlr,hr) ’

(21)

(8%
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Fig. 9. The setK%. (o), KE(«a)) drawn for (a) differen3,,.. requirements ‘,‘
and (b) differents,,. requirements. 4t
AE:
From this proposition, the optimization problem can be con- oL : ; : : ‘ : : :
. . . . 0 0.1 0.2 03 04 0.5 06 07 08 0.9 1
sidered as a nonlinear programming problem that has linear col o 4250
straints and a concave function over the nonnegative quadrar atorfi
and it can be written as " @
Maximum 5,730
. 18] -= B0
max{Z = TH(«)}, TH(«a)isconcave £=50
o 16 L ---  f,=60

min S « S max andOé Z 0. (26) — Boundary

Global conditions |

Maximum

Because the constraints are linear and, thus, can be considers 2 1
concave or convex, Kuhn—Tucker (KT) theory [12] states that ¢
necessary and sufficient condition tHaf takes on its global
optimum ata* is that there exist a7 and A3 > 0 (Lagrange

Throughput
=

multipliers) such that 6} :
d i
aTaLa(a)—)\l—i—)\g:O 27) 2 u |
Al[o‘ma" - a] =0 (28) 0o 6%1 02 6.3 6.4 6.5 6.e~ 6.7 08 6.9 1

o[ — Qmin] = 0. (29) afor 4,250

(b)
The values ofa*, A7 and A} strongly depend on the amount
of interference generated by active users and the statisticsgf 10. Throughput versus for several values of.... requirements with

frequency hits specified by the used family of codes. We can. = 50.
distinguish three cases.

i) The global maximum is betweem,i, andamax, AT = power for each class. Fig. 9(a) shows the dependency of this
A3 = 0 from (28) and (29). Thus, (27) yields an optimaline on the variations in the higher rate QoS requirements when
attenuation value of we fix the lower rate one; on the other hand, Fig. 9(b) shows

its dependency on the lower rate QoS requirements when we

i prwip Ky fix the higher rate requirements. Thus, we see the importance

o (30) of the system requirements in a multimedia networks. The

hre S validity of the newly defined functio”H («) is demonstrated

in Fig. 10(a), where we compare the analytical method versus

the numerical method for different QoS requirements. By

numerical function, we mean a brute-force method where we

search the spadg? for the maximum off(«). In Fig. 10(b),

iii) The global maximum occurs at anless thenwnin, AT = we plot the defined functiofH () versusa. We can notice

0 anda™ = amin. A3 is also computed from (27). that, for 3. = 30, the optimal solution is atmm, rather than
Using the same family of codes applied in Section Ill, Fig. &t the global maximum of the function. On the other hand, for

plots the se{ K (o), KE(«)), when« varies fromamin 1o Br,- = 60, the optimal solution is at*, given in (30).

amax, for different QoS requirements of each class. Note that2) Higher Dimensional Systenmin a higher dimensional

the search space has been transformed from a plane to a lgystem, the analysis becomes more complicated. For this

thus reducing the complexity of the problem and enabling usason, we begin by presenting the case of a three-rate system

to derive an analytical solution of the optimal transmissioand then generalize the procedure to fhelass system.

i) The global maximum occurs at an greater than

Cmax; Ay = 0 @anda® = amax. AJ IS computed from
27).
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Fig. 11. The admissible region of a three-rate system witha@k(A ) = 3,
(b) rank(A) = 2, and (C)rank(A) =1

For athree-rate system, the boundary equations can be written

as in (17), withA, K andK given by

1 dio dia K,
A=|dyy 1 ds K=|K,
d3; dzp 1 K3

K,

K=|K>

K

whered;; = (a;/a;)(o3;/o7). In this case, the problem is di-

vided into three parts: ahnk(A) = 3; b) rank(A) = 2; and

c) rank(A) = 1.

a) rank(A) = 3: The rows of A are linearly independent
and the three planes intersect in a paihbf coordinates
K¥ = [K¥ K¥ KE]T obtained by solving the linear set

of equations in (17). If we solve (17) using the coordmate) ank(A

of pointsE;, ., and E3 shown in Fig. 11(a), we obtain the
following boundary limits for the power ratios, which insure
the existence oF in the first orthant:

o2 a2 \ K. )
min —2] == Z; =< il
95:) Ki \ 07 ] K; a
aA\NK, (62 \ K.
< max TJ =< Z’; — (32)
95:) K \ 07 | K;

wherei, j € {1,2,3} and;j > i. The set of extreme points
is nowu = {E4, E,, E3, E'}. This problem can be solved
as in the case of the two-rate system by defirilifg (&) as

&

TH(d) = W.K¥(a)

7 (@) +w K7 (@), (32)

b) rank(A) = 2: Whenrank(A) = 2, A~!, does not exists.
In this case, there are two rows Afthat are linearly depen-

dent (for example, rows 2 and 3, without loss of generality).
Thus, the two linearly independent planes will eventually in-
tersect on a line, as shown in Fig. 11(b). This line will be in

max{
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two classes of users. Therefore, we define two subsystems
in the K1 0K> and K7 0K 3 planes, respectively
ALK =K, (33)
AKs =Ko (34)
whereA; andA. are submatrices generated by eliminating

the third row and column and the second row and column
from A, respectively. They are given by

A= |:d11 d12:| A, = |:d1>1 d13:| .
K., K., K>, andK, are also given by
K; =[K1 K] ~K1 =[K1 ~f(2]
K, =[K, Ki] K»=[K: Ka]
Now, AT andA; ! exist due to the fact that these matrices

are nonsingular. The solutions of the two linear systems de-
fined in (33) and (34) give two vectors containing the coor-
dinates ofE'; and Fs, respectively

KE = AT'K; andK?: = AJ'Ko.

We define the two functionE H (&) andT H» (&) based on
the coordinates oF; and E, as follows:

TH, (&) =W, KE(Q)

= w KPY(&) + wa KEY(&) (35)
THo(d) = Wy - KEF2(a)

= w K{2 (@) + ws K372 (d). (36)

= 1: Whenrank(A) = 1, the three equations

in (17) are redundant and the three planes are parallel.

Therefore, the maximum acceptance region is under the

plane passing by the three extreme poitts, E,, and

E5, as shown in Fig. 11(c). In this case, the optimal

solution is clearly one of the extreme{sEl,EQ,Eg} for

Gopt € {Fmax, Gmin}, depending on whether attenuation

or amplification is performed.

Proposition 2:

i) Given that rank(A) = 3, the maximum of the
throughput functionf (&) is given by the maximum of
the functionZ H(&). Thus

max(f(@)} = max  {TH(@).  (37)
The optimal power vectaﬁ’optiml is
aoptunal = arg max {TH(&)} (38)

Gmax LG max

i) If rank(A) = 2, the maximum throughput is given by
the maximum of the maximums of the two functions
TH, (&) andTH (&) defined in (35) and (36)

J(@)}

the first orthant, by respecting (31), and the set of extremes ig®0

given byu = {Ey, Es, Es, 1, E»}. Hence, we cannot de-

fine the throughput function based on the intersection point
because it does not exist. Instead, we notice that there are

two extreme pointd; andEs. In addition, the optimal so-
lution will be either on thefl{; o K> plane or on the{ 0K 3

plane; thus, the optimized system cannot support more than

max
OminSG<Gmax

(THA@)}.
(39)

The optimal power vectafopiimal IS NOW given by

(40)

= In“{@,j,i,f%m}THI<@’>%

Xoptimal S {aoptlv aoth}



INATY et al. MULTIRATE OPTICAL FAST FREQUENCY HOPPING CDMA 175

where a valid function. Thus, the problem has been transformed to the

. following form:
Bopt1 = aLg max {TH, (&)}

Frmax SAS Fmax max{Z = TH(&)} (TH(&)isconcave
Bopta = aLg max {TH>(&)}. @ L ~
Fmax XA Fmax min S « S Xmax, (03 Z 0 (43)

iii) If rank(A) = 1, the maximum off (@) is given by one ko this optimization problem, KT theory [12] states
of the extremes that a necessary and sufficient condition tHaH takes on
S R R . its global optimum ata* is that there exists a vectox*
B, Ba, B}, 10T Goptimal € {0min, Gmax}  (41) e Af > 0fori = 1,...,5(S — 1) such that for every

depending on whether attenuation or amplification is per?-e {1,2,...,5(5 - 1)/2}
TH(&™
Proof: The proof of (i) and (iii) is very close to the one in Oaj j
proposition 1, but uses three-dimensional space. The proof of )\j(amm —aj)=0 (45)

part (i) is as follows. As shown previously, for a fixed value of
the power vectofy, the optimization problem is a linear pro-
gramming problem where the solution is one of the extrerNéere a;, & max, and o, min are components of the vectors
points {E1, By, E3, E1 (&), E2(&)}. The search space now in-&", @max, aNd@min, respectively.

)‘;+5(571)/2(04;" — Qjmin) =0 (46)

cludes two sets of extremes b) Rank A smaller thal, a subspace approachSuppose
thatrank(A) = k wherek < S andn = S — k; then,n + 1
A1 = {E1(Q) /3 min < & < Epax}t of the equations are redundant and they represent parallel hy-
Ao = {E2(&)/Gmin < @ < Gmax} perplanes inE° (assumed to be the last+ 1 equations, in

this case). To generate all possible extreme points, we define

The set\; containsE; and E, when the intersection line be-7 + 1 nonsingular submatrices froes of orderk: A;, where
tween the two planes passesByandE;, respectively. On the ! € {k,k+1,...,5} stands for one of the + 1 linearly de-
other hand, the set, containsF; and E; when the intersec- pendent equatlons These submatrices includeé the linearly
tion line between the two planes passesthyand E5, respec- independent rows and one of thet- 1 linearly dependent rows
tively. Therefore, the optimal solution is either A or in ,. Of A. We drop all equations not associated with the rowa.of
Given that the two functiong'H, (&) andT'H(&), which are appearing in each of these submatrices. Therefore, we can get
defined inA; and )., respectively, are valid functions af the the extreme point by giving zero values to theariables not
maximum of each of them can be obtained along with its co®ssociated with the columns &f that appear in théth order
responding value of. Then, the maximum of the maximum ofsubmatrix and then solve uniquely for theariables associated
the two functions and its corresponding power vector will repith the columns ofA that appear in the submatrix, because the
resent the maximum throughput and the optimum power vecfomatrix has an inverse. The resultisiguple will be the co-
respectively, which proves (39) and (40). m ordinates of one of the extremes. In this case, the set of extreme
For a generalized-classsystem, and using induction, it isPOINtS iS{E1, £z, ..., Ey, Ex(&), .. ., Es(&)} whereE (&) is
simple to show that the expression for the power-ratio boundé??tamed by
condition is given by (31) with, j € {1,2,...,5} andj > <.

E; —17y27
Again, the process is divided into three parts. K™ =A"K (47)
a) Full rank system:Whenrank(A) = S, the inverse B & & E B -
matrix A~! exists. Thus, we define the weighted sum of thith K™ = [K" Ky - T K32 Kl l.] and_Kl —
coordinate ofE as . Ko - - Ki_; Kj]'. HencekFE; is in the first or-
thant when,,;, < & < @max. S0, We can define the weighted
TH(&) =W - -KE(a) sum of the coordinate & ™ as
=w KE(@) +wo KE(@) + ...+ wsKE(R). (42) TH () = W, - KE(a)

_ Eyp = Ey =
In order forT H(&) to be a valid function of thes(S — 1)/2 N lel (@) + w2 k5" (@)

FE
variables (a1, o, . . ., aes(s_1y/2) (Where o; represents the + o K (@) +wiK (). (48)
power ratio between two classes), wes(rgu%tmensure that, fi{e optimization process can now be done separately ifttihe
every p0|nt(a1,a2,..  0s(s-1)/2) IN E » a unique  gypspace wheree {k,k +1,...,S}, usingTH,(&) for each

numberZ = TH(ay,az,...,as(s—1)/2) can be obtained. of they, 4 1 subspaces.
Suppose that there are two vaIL@lsandZQ that correspond to
the point(a, az, - . ., as(s_1y/2) and are given by m(gx{Z =TH(d)} (TH(d)isconcavg
&min S 62 S 621113.)(7 62 Z 0. (49)

=W-A7Y@) K, andZ, = W - A;Y(d) - K.
Using KT theory for the problem defined in (49), we can
Because the two matrices; * (&) and A ' (&) are equal for a calculate the maximum off H, (&), Z and its corre-

max?

fixed @, we haveZ; = Z,. Hence,I'H(&), defined in (42), is sponding optimum power vecta®’, , using (44)—(46) with

op
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Fig. 13. Maximum throughput for different system QoS requirements
scenarios.

—
—_— fixed lower rate requiremernt,.. The most interesting case is the
EEC. Intuitively, this choice of is logical due to the fact that
[ the lower rate codes are twice as long as the higher rate codes.
Wheng,,. is low, as shown in Fig. 12(a), the system throughput
increases when we attenuate ttiass/» transmission power.
For this reason, when is decreased from = 1 to « = 0.5,
the system throughput is increased. Thus, the intuition of im-
posing EEC for the two classes is rather justifiable but not op-
— timal. Another extreme case is when we assume kighas
S [ shown in Fig. 12(b), fogs;. = 100. In this case, it can be seen
. — . PR T T | that for low values of3,,,., the EEC introduces degradation in
Th aie o u:J-i 1;‘ ol - I the system throughput. The reason is that, whgn>> S,
'“Ib B the number otlassir users is smaller compared to the number
. of classhr users. Thus, thelasshr users introduce most of the
Fig. 12. Throughput versus,.,. requirements for optimat (solid),o = 0.5  MAI. Decreasingy will further increase the interference caused
(dashed), and = 1 (dotted) with (a)3:. = 20 and (b)3;, = 100. by theclasshr users on thelassir ones. Therefore, the system
throughput will be decreased. Aftg,,. = 45, the EEC gives
j € {1,2,...,k}. Thus, the maximum of the throughputbetter results than the CS.

function f(@) is given by Nevertheless, for the two cases, the new power control
Zopax = max_{ P } (50) strategy achieves higher system throughput than both the EEC
max Ty li<s max and the conventional uncontrolled optical CDMA transmitters.
Foptimal € {d’épt} vie{k, ..., SY). (51) Fig. 13 shows the maximum throughput for different system

requirement scenarios and using the proposed power control al-

c) Rank(A) = 1. The final case is whemank(A) = . :
1; thus, all the hyperplanes are parallel. The widest possit%omhm' It can be shown that whes,, is small compared to

region is under the hyperplane passing by the extreme poi (fﬁ(ﬁ’”’ < 30), varying f will not significantly change the

S _ 7 ue of the maximum throughput. This is true due to the fact
{EL, By, ... LES}' Thus, the opymal SO'U“‘Z” is one of t.hes‘?hat whengs,. < ., theclasshr users dominate the system,
extremes fof¥,ptimal IS €qual to eithed i, Or dmax, depending

) b thus affecting the system capacity more thandlassi» users.
on whether attenuation or amplification is performed. On the other hand, whef,. > ., the maximum throughput
will be influenced mostly by3,,. because the number of lower
rate users that can be supported in the system is higher than the
Throughout this section, and using the two-rate system daimber of higher rate users. This is shown by the asymptotic
scribed in Section 1lI-C, we evaluate the effectiveness of thehavior of the maximum throughput whép,. tends to 60 for
proposed power control algorithm on the system throughput. fi. = 30.
addition, the effects and the advantages of the new transmitter§he optimum power control function is depicted in Fig. 14
optimization method will be highlighted. versus the system requirements. Notice the importance of the
In Fig. 12, we plot the throughput versigs,. for three dif- QoS requirements on the choice @f For higher values of
ferent transmitters power settings: the conventional setting (G$), ;. increases as;,,. becomes very small, and it can reach
« = 1; the equal bit energy criteria (EE@) = 0.5; and the the level of amplification aftef;,,. = 20, as was demonstrated
proposed power control function. In the three cases, we assuméhe observation in Section IV. We also observe that for small

VI. NUMERICAL RESULTS
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