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Optical wireless communication (OWC) technology is one of several alternative technologies for addressing the
radio frequency limitations for applications in both indoor and outdoor architectures. Indoor optical wireless
systems suffer from noise and intersymbol interference (ISI). These degradations are produced by the wireless
channel multipath effect, which causes data rate limitation and hence overall system performance degradation. On
the other hand, outdoor OWC suffers from several physical impairments that affect transmission quality. Channel
coding can play a vital role in the performance enhancement of OWC systems to ensure that data transmission is
robust against channel impairments. In this paper, an efficient framework for OWC in developing African coun-
tries is introduced. It is suitable for OWC in both indoor and outdoor environments. The outdoor scenario will be
suitable to wild areas in Africa. A detailed study of the system stages is presented to guarantee the suitable modu-
lation, coding, equalization, and quality assessment scenarios for the OWC process, especially for tasks such as
image and video communication. Hamming and low-density parity check coding techniques are utilized with an
asymmetrically clipped DC-offset optical orthogonal frequency-division multiplexing (ADO-OFDM) scenario.
The performance versus the complexity of both utilized techniques for channel coding is studied, and both coding
techniques are compared at different coding rates. Another task studied in this paper is how to perform efficient
adaptive channel estimation and hence equalization on the OWC systems to combat the effect of ISI. The proposed
schemes for this task are based on the adaptive recursive least-squares (RLS) and the adaptive least mean squares
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(LMS) algorithms with activity detection guidance and tap decoupling techniques at the receiver side. These adap-
tive channel estimators are compared with the adaptive estimators based on the standard LMS and RLS algorithms.
Moreover, this paper presents a new scenario for quality assessment of optical communication systems based on
the regular transmission of images over the system and quality evaluation of these images at the receiver based on
a trained convolutional neural network. The proposed OWC framework is very useful for developing countries in
Africa due to its simplicity of implementation with high performance. ©2021Optical Society of America

https://doi.org/10.1364/AO.418438

1. INTRODUCTION

Radio frequency (RF) communication is the most widely used
type of wireless communication systems. A drawback of the
RF technology is that it is not able to fulfill the requirements of
users as the demand for bandwidth is increasing significantly
with the increase of the number of users [1]. In addition, RF
communication systems suffer from high installation costs,
bandwidth limitations, low data rates, and security issues.
Optical wireless communication (OWC) technology is one of
the alternatives for addressing the RF limitations. It offers high
data rates, unlimited license-free bandwidth, low installation
cost, and high security [2].

Visible light communication (VLC) is the indoor version of
the OWC. The VLC suffers from the multipath effect, which
leads to multiple copies of the data at the receiver and hence
leads to intersymbol interference (ISI) [3]. It is known that
communication over noisy channels cannot guarantee error-free
reception of data. Hence, forward-error-correction (FEC) codes
are utilized to encode user data in blocks called codewords for
robust transmission over noisy communication links [4]. The
point-to-point and diffused configurations are the two most
common VLC system configurations. The point-to-point sys-
tem is considered the simplest one, where both the transmitter
and receiver point to each other with a line-of-sight (LOS) path.
The diffuse VLC is very flexible and does not require an exact
alignment of the transmitter and receiver modules [5]. However,
for a horizontal separation of 5 m, diffuse links experience gener-
ally a 50–70 dB path loss. A second drawback is that the received
signal can also suffer from severe multipath dispersion and an
unequalized bit rate with a room volume of 10× 10× 3 m3.
Moreover, dispersion-induced ISI can lead to a power penalty,
and hence bit-error-rate (BER) degradation. All these factors
necessitate the need to increase the amount of transmitted opti-
cal power [6]. The most commonly used modulation scheme for
practical VLC systems is intensity modulation/direct detection
(IM/DD) [7].

The free-space optical (FSO) technology is the only solution
when the optical fiber connection is not a practical solution,
and where a high bandwidth is requested. The best wireless
technology, which can have a huge bandwidth of several giga-
bits per second, is the FSO [8,9]. For the implementation of
FSO communication systems between buildings or in wild
areas for multimedia applications, arrays of laser links can be
used. The channel in this case is the free space including the
Earth’s atmosphere. Hence, this channel is subject to several
impairments for light wave communication including heavy
rain in wild areas, dust particles in dessert areas, and fog in
agriculture areas. All these scenarios are widely encountered in
Africa. Hence, the received light waves suffer different types of

distortion including noise and ISI due to pulse spreading. That
is why equalization and error correction coding are badly needed
in FSO systems [10].

Hussien et al . [11] studied the performance of OWC systems
from the equalization perspective. They investigated adaptive
channel estimation algorithms with activity detection guidance
(ADG). This work lacks the study of a unified framework for
FSO systems with channel estimation and equalization incor-
porated as a step in the system. The adaptive channel estimation
must ensure convergence of the algorithm. Convergence of
adaptive algorithms has generally been studied in the literature
with certain constraints on the adaptive algorithm step size
based on the eigen-distribution of correlation matrices. There is
a need to achieve a trade-off between the requirement to achieve
the convergence and the speed of convergence. This issue is
studied in detail in [12].

Orthogonal frequency-division multiplexing (OFDM) is
currently the leading multicarrier modulation technology.
It is used to transmit the data stream over several subcarriers,
orthogonally [13]. Unfortunately, conventional OFDM is not
suitable for IM/DD optical communication because of its bipo-
lar symbol shape [14]. A unipolar OFDM can be implemented
through several techniques such as asymmetrically clipped
direct-current offset optical OFDM (ADO-OFDM) [15]. In
the proposed framework, we will adopt ADO-OFDM for the
VLC scenario.

In 1962, Gallager proposed the low-density parity-check
(LDPC) code [16]. However, it was neglected for many years
because it was impractical to implement. After that, MacKay
and Neal rediscovered it again in their work [17]. We will adopt
LDPC coding in the proposed VLC framework and also com-
pare it with Hamming coding. In addition, we will present
efficient adaptive channel estimation schemes to overcome
the effect of ISI due to multipath dispersion and atmospheric
impairments in all OWC systems. Moreover, a convolutional
neural network (CNN)-based algorithm is presented for quality
assessment of optical communication systems based on regular
transmission of certain image patterns on the optical link.

The rest of the paper is organized as follows. The proposed
framework for optical communication is presented in Section 2.
The VLC model, FSO model, error correction coding, and
adaptive channel estimation are presented in Section 3. The pro-
posed quality assessment algorithm based on CNNs is presented
in Section 4. The simulation results are given in Section 5.
Finally, Section 6 introduces the concluding remarks.

2. PROPOSED COMMUNICATION FRAMEWORK

This paper presents a unified framework for OWC systems,
especially for multimedia applications. The block diagram of

https://doi.org/10.1364/AO.418438
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Fig. 1. Proposed WOC framework.

the proposed optical communication framework is included
in Fig. 1.

The input image is first converted to binary digits, and then
error correction coding is implemented with either a Hamming
or LDPC code, and finally modulation is performed at the
transmitter. This framework can be implemented in both VLC
and FSO scenarios. At the receiver side, channel estimation is
performed with either a least mean squares (LMS) or recursive
least-squares (RLS) algorithm with ADG and tap decoupling
(TD) in order to perform the equalization process. Error correc-
tion decoding and demodulation are then performed. Finally,
quality assessment of the obtained images is performed with a
pretrained CNN.

The main contributions of this paper can be summarized as
follows:

I. Introduction of a general framework for OWC commu-
nication for multimedia applications in African countries
with different terrains.

II. Utilization of efficient coding schemes (Hamming and
LDPC) in the proposed OWC framework and comparison
between them.

III. Investigation of the ADO-OFDM modulation technique
in the proposed framework.

IV. Development of efficient adaptive signal processing tech-
niques to deal with the channel estimation problem for
efficient equalization in OWC systems.

V. Development of an image quality assessment algorithm
based on CNNs to rate the OWC channel quality.

The different tasks to be implemented in the proposed frame-
work will be presented in detail in Section 3.

3. SYSTEM MODELS, CODING, AND CHANNEL
ESTIMATION

A. VLC and FSO System Models

The VLC model uses the light band from the electromagnetic
spectrum, which expands from 380 to 780 nm. VLC introduces
a new standard known as light fidelity (Li-Fi), which is the
optical equivalent to wireless fidelity (Wi-Fi). The VLC system
model in [18] is considered in our work. The channel in the
FSO communication scenario includes the Earth’s atmosphere,
and several degradations are encountered due to rain, dust,
and fog in addition to the multipath effect. Non-negative real
signals can be generated using several OFDM techniques for
IM/DD optical systems. ADO-OFDM is one of these tech-
niques, and it is said to be a merged structure of ACO-OFDM
and DCO-OFDM [19]. However, it is more efficient than
both of them from the optical power perspective [19]. Figure 2
shows a general block diagram of the ADO-OFDM technique
that will be adopted in the proposed framework. The detailed

Fig. 2. General block diagram for the ADO-OFDM technique
[18].

mathematical model of the ADO-OFDM can be found in
[20–22].

B. Error Correction Coding

The emergence of large-scale, high-speed data networks has
increased the demand for efficient and reliable digital com-
munication systems [23]. Channel coding is used to save the
signal from the channel effects of interference and noise. It
improves communication performance by adding redundancy
to the message before being transmitted [24]. Channel codes
are widely used in modern digital communication systems to
provide reliable data transfer as in mobile, satellite, radio, video,
and optical communications.

1. LDPCCoding

The LDPC is a class of linear block codes that is characterized
by a sparse parity-check matrix H, which contains a few 1s [22].
The LDPC code can be represented via matrices or by using
the graphical representation as introduced by Tanner [16]. The
parity-check matrix is often randomly generated with dimen-
sions (m × n), where m represents the number of rows and n
represents the number of columns.

The LDPC coding is recommended for higher code rates
such as (3/4) and (7/8), because it has less decoding complexity
and better coding performance compared with that of the Turbo
code [25].

2. HammingCoding

Hamming coding was introduced as the first leap toward
the error-correcting codes by R. W. Hamming in 1950. The
Hamming (7, 4) code is considered the default Hamming code.
It represents an original message of 4-bits encoded with 7-bit
codewords. This code can detect two errors, and only one error
can be corrected [26]. For single error correction, the Hamming
code should have a number of parity bits not less than 3 [26]. For
double detection and single correction, Hamming codes proved
to be one of the most efficient parity-check codes, since they
maximize the distance between codewords.

C. Channel Estimation

Figure 3 shows the OWC system depending on an LMS channel
estimation algorithm with ADG and TD. The transmitter
converts an electrical input signal into an optical output by a
laser diode or a LED. This optical data X j with data rate Rb is
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Fig. 3. OWC system implementing LMS channel estimation
algorithm based on ADG with TD.

transmitted, and it experiences dispersion through a multipath
dispersive channel. The n(t) is the additive white Gaussian
noise (AWGN). It corrupts the transmitted optical signal. At
the receiver side, the photodetector converts the received optical
signal Z(t) to an electrical signal.

The ISI problem in OWC systems leads to some pulse spread-
ing, and hence some sort of tap coupling occurs. To facilitate
the equalization process, there is a need to perform TD. The
channel estimation process using the ADG with the TD concept
has been studied in the literature in [27] to mitigate the ISI
problem. In this paper, the same concept of adaptive channel
estimation with ADG and TD is adopted in OWC systems.
Activity detection is performed to determine the inactive taps
that are decoupled and disregarded in the adaptive channel
estimation process, which speeds up the convergence behavior
of the LMS algorithm [28]. The activity measure with the LMS
algorithm is given as follows:

A(i)=

∑N
n=1

[{
d(i)− y (i)+w(i)x (n − i + 1)

}
· x (n − i + 1)

]2

∑N
n=1

[
x (n − i + 1)

]2 ,

(1)
where d is the desired signal, x is the input signal, i is the tap
index, n is the time index, w(i) is the estimated channel impulse
response at tap i , and N is the number of input samples. The
activity A(i) must exceed a certain threshold to accept the tap as
follows:

A(i) >

N∑
n=1

[d(n)]2. log(n)

n
. (2)

Another alternative for channel estimation is the RLS
algorithm. For this algorithm, the activity measure is given
as [29]

A(i)=

∑N
n=1 [d(i) · x (n − i + 1)]2∑N

n=1 [x (n − i + 1)]2
. (3)

A thresholding process is also implemented in this scenario
according to [30]:

A(i) >

N∑
n=1

[d(n)]2. log(n)

n
. (4)

To remove the effect of tap coupling in colored input scenar-
ios, the activity function is modified as follows [31]:

A′(i)=

∑N
n=1

[{
d(i)− y (i)+w(i)x (n − i + 1)

}
· x (n − i + 1)

]2

∑N
n=1

[
x (n − i + 1)

]2 .

(5)

This modification enhances the channel estimation in the case
of colored inputs [32].

4. IMAGE QUALITY ASSESSMENT

The proposed model for quality level assessment of the com-
munication process estimates the degradation level due to the
optical communication channel. It is based on the transmission
of zebra chart patterns over the optical communication channel,
regularly. The level of quality of the received patterns reflects
the quality of the communication process. Both visible and
IR images have been used for this objective. Some images have
been collected for both scenarios of high and low quality. A
pretrained CNN is used to determine the quality level of the
received patterns. The operation of the CNN depends on a con-
volutional layer for feature extraction, pooling, and drop-out
layers for feature reduction, and finally a fully connected layer
for classification of quality level [33–35].

Different convolution masks with different sizes and ori-
entations are implemented in the convolutional layer. The
objective of this layer is to generate feature maps of the images
to be assessed. A pooling layer with max-pooling strategy is
adopted in the proposed quality assessment algorithm to reduce
dimensionality of feature maps. A rectified linear unit (ReLU)
is adopted to induce a clipping effect for negative values. A soft-
max algorithm is adopted in the fully connected layer to yield
the classification result for the received image. A CNN struc-
ture comprising six convolutional layers with 16, 32, 64, 128,
256, and 512 filters for layers 1, 2, 3, 4, 5 and 6, respectively, in
addition to six max-pooling layers, is adopted in the proposed
quality assessment algorithm. The image size used for regular
transmission of patterns is 224× 224.

5. SIMULATION RESULTS AND DISCUSSION

In this section, computer simulation experiments are presented
to check the efficiency of the proposed OWC framework.
The employed simulation parameters for the proposed coded
ADO-OFDM technique for the VLC model are introduced
in [18].

Fig. 4. BER versus DC bias (dB) with different val-
ues of Eb

No
(dB) showing the optimal DC bias value and the

corresponding BER.
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A. Hamming versus LDPC Coding in VLC Model

The DC bias value is affected by the signal modulation con-
stellation size and the value of the peak-to-average power ratio
(PAPR) of the OFDM signal.

In Fig. 4, the BER performance is plotted versus the DC
bias for different values of Eb/No . It can be noticed that the
curves have minimum values at which the optimum DC bias is
obtained; i.e., for Eb/No = 15 dB, the optimum value of the
DC bias is around 4 dB.

The simulation results are discussed in this section for the
performance evaluation of both coding techniques considering
the size of the IFFT/FFT frame as N = 4096, and the cyclic
prefix length as 24. The BER versus the signal-to-noise ratio
(Eb/No ) is studied for both coding techniques with different
coding rates, as mentioned in Table 1, at different levels of DC
bias (3 and 7 dB) assuming an AWGN channel model.

The simulated BER output in Figs. 5(a) and 5(b) is esti-
mated for a coded ADO-OFDM system with Hamming codes
(7, 4), (15, 11), (31, 26), and (63, 57) and an uncoded
ADO-OFDM system for 3 dB and 7 dB SNR, respectively.

Table 1. Coding Rates for Hamming and LDPC Codes

Coding Rate Hamming Code LDPC Code

1/2 (7, 4)= 0.57 (4000, 2000)= 0.50
3/4 (15, 11)= 0.73 (4000, 3000)= 0.75
4/5 (31, 26)= 0.83 (4000, 3200)= 0.80
9/10 (63, 57)= 0.90 (4000, 3600)= 0.90

By increasing the length of the Hamming code, the num-
ber of redundant bits will increase and the simulated BER
performance is degraded.

Figures 6(a) and 6(b) show the simulated BER for the
LDPC-coded ADO-OFDM system with coding rates
(1, 2), (3, 4), (4, 5), and (9, 10) and the uncoded ADO-
OFDM system for 3 dB and 7 dB SNR, respectively. The
simulated output shows that for a fixed error correction capabil-
ity, as the code length of the LDPC code is increased, the
performance deteriorates. This increase in code rate means a
reduction in the number of redundant bits, which is responsible
for performance degradation.

Figure 7 shows the simulated BER performance comparison
between Hamming coding and LDPC coding with different
coding rates at a DC bias of 3 dB. The simulation results indicate
that the simulated BER performance of the LDPC coded sys-
tem outperforms that of the Hamming coded system as shown
in Fig. 7(a). However at low Eb/No values, the Hamming
code is better than the LDPC code up to 12 dB as shown in
Figs. 7(b) and 7(c). By increasing the Eb/No values larger than
15 dB, the LDPC code dominates in performance as shown in
Fig. 7(d).

Moreover, Fig. 8 shows the simulated BER performance
comparison between Hamming coding and LDPC coding
with different coding rates at a DC bias of 7 dB. The simu-
lated output shows that the Hamming BER performance is
better at low Eb/No values up to 12 dB than that of the LDPC

Fig. 5. BER performance for the uncoded ADO-OFDM system and the Hamming coded system with different coding rates at DC bias: (a) 3 dB
and (b) 7 dB.

Fig. 6. BER performance for the uncoded ADO-OFDM system and the LDPC coded system with different coding rates at DC bias: (a) 3 dB and
(b) 7 dB.
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Fig. 7. BER performance comparison between Hamming coding and LDPC coding at a DC bias of 3 dB with different coding rates: (a) 1/2,
(b) 3/4, (c) 4/5, and (d) 8/9.

Fig. 8. BER performance comparison between Hamming coding and LDPC coding at a DC bias of 7 dB with different coding rates: (a) 1/2,
(b) 3/4, (c) 4/5, and (d) 8/9.

code. Also, the simulation results indicate degradation in the
LDPC code BER performance with the increase in the coding
rate.

Table 2 shows the BER performance comparison between
Hamming coding and LDPC coding for ADO-OFDM at

BER= 10−3. Figure 9 shows the simulation times for the
decoding processes of LDPC and Hamming codes for handling
the same amount of data. These times indicate that for handling
the same amount of data, Hamming coding requires much less
time compared to LDPC coding.
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Table 2. BER Performance Comparison Between
Hamming and LDPC Codes for ADO-OFDM at
BER= 10−3

DC Bias 3 dB 7 dB

Coding rate (R) 1/2 3/4 4/5 8/9 1/2 3/4 4/5 8/9
Hamming code 13 14 15 13 13 15 15.5 15.5
LDPC code 8.5 11.5 12.5 14 12 15 15.5 16.5

Fig. 9. Complexity evaluation with decoding time for Hamming
and LDPC coding.

B. Adaptive LMS Channel Estimation Experiments

The standard adaptive LMS algorithm cannot distinguish
between active and inactive taps, and hence it cannot mitigate
the ISI problem. Figure 10 shows the convergence behavior of
the squared error versus the number of iterations. It is clear that
the LMS algorithm with ADG and TD has a fast convergence.
Figure 11 indicates the number of estimated channel active
taps versus the number of iterations. We can notice that the
proposed algorithm can detect three active taps at the iteration
number 3751 and eliminate the inactive ones from the channel
tap estimation, and hence it can mitigate the problem of ISI.
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Fig. 10. Squared weight-error norm performance using LMS
algorithm with ADG and TD.
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Fig. 11. Estimated active channel taps.

C. RLS Adaptive Channel Estimation Results

The MATLAB package is utilized to simulate the proposed
scenario using an adaptive RLS channel estimation algorithm
with ADG and TD. Table 3 shows the input parameters used
in this simulation experiment. Figure 12 shows the supposed
impulse response of the unknown multi-tap channel, which will
be estimated. The RLS algorithm is used with an initial input
covariance estimate of 0.009 and a forgetting factor of 0.99.

Table 3. Input Simulation Parameters for the Scenario
of the RLS Algorithm

Input Parameters Values

Input signal Random signal
Number of iterations 5040
Number of channel taps 40
Adaptive filter order 40
AWGN variance 0.1
Forgetting factor 0.99

Fig. 12. Supposed impulse response of the multi-tap channel.
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Fig. 13. (a) Estimated channel impulse response by the standard RLS algorithm for white input. (b) Estimated channel impulse response by the
standard RLS algorithm for colored input. (c) Estimated channel impulse response by the RLS algorithm with ADG for white input. (d) Estimated
channel impulse response by RLS algorithm with ADG for colored input. (e) Estimated channel impulse response by the RLS algorithm with TD for
colored input.

Figure 13 shows the RLS channel estimation results. It is clear
from the parts of this figure that the RLS algorithm with ADG
and TD manages to estimate the channel impulse response
correctly, even with colored inputs.

Figure 14 shows the asymptotic behavior of the standard RLS
algorithm and the RLS algorithm with ADG for white inputs.
It is clear that the RLS algorithm with ADG has a fast conver-
gence. It can converge after about 1000 iterations. Figure 15
shows the asymptotic behavior for the standard RLS algorithm,
RLS algorithm with ADG, and RLS algorithm with ADG and
TD for colored inputs.

We can deduce that both the standard RLS algorithm and
the RLS algorithm with ADG have the same bad asymptotic
behavior. However, the RLS algorithm with ADG and TD has
the best asymptotic behavior, and it has the fastest convergence
after about 1700 iterations. Figure 16 shows the number of
active taps, which can be estimated using the standard RLS
algorithm and the RLS algorithm with ADG in the case of a
white input signal. We notice that the RLS algorithm with
ADG can estimate the correct channel taps, while the standard
RLS cannot estimate the original channel taps, because the
standard RLS algorithm for white inputs deals with all taps as
being active, and hence it gives values for those non-active taps.
Figure 17 shows the number of active taps that can be estimated
by the standard RLS algorithm, the RLS algorithm with ADG,
and the RLS algorithm with ADG and TD in the case of colored
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Fig. 14. Asymptotic behavior for the standard RLS algorithm and
the RLS algorithm with ADG for white input.

inputs. We can find that the true number of the original channel
taps can be estimated only by the RLS algorithm with ADG
and TD.
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Fig. 16. Estimation of the number of active taps by the standard
RLS algorithm and the RLS algorithm with ADG for white input.

D. Comparison Between LMS and RLS Adaptive
Algorithms

It is known that the RLS algorithm has more computational
complexity than that of the LMS algorithm. Figure 18 shows
the estimated channel impulse response using the standard RLS
algorithm. As shown, the standard RLS algorithm cannot solve
the problem of ISI and cannot eliminate the inactive taps. On
the other hand, Fig. 19 shows the estimated channel impulse
response using the RLS algorithm with ADG and TD in the case
of colored input signals. From these results, it can be revealed
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Fig. 17. Estimation of the number of active taps by the standard
RLS algorithm, the RLS algorithm with ADG, and the RLS algorithm
with ADG and TD for colored input.
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Fig. 18. Estimated channel impulse response using the standard
RLS algorithm.

that the RLS algorithm with ADG and TD can distinguish
between active and inactive taps, and hence it can be used effec-
tively to combat the problem of ISI. Figures 20 and 21 compare
the behavior of the RLS algorithm with ADG and TD with that
of the LMS algorithm with ADG and TD from the perspectives
of the squared weight-error performance and the number of esti-
mated channel taps. From these two comparisons, it is clear that
the RLS algorithm with ADG and TD has a faster convergence
than the LMS algorithm with ADG and TD.

As shown in the simulation results, the proposed RLS algo-
rithm with ADG and TD has been presented and tested to solve
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Fig. 19. Estimated channel impulse response using the RLS
algorithm with ADG and TD.

the problem of ISI in diffuse indoor optical channels and has
been compared to the standard adaptive LMS algorithm. The
ADG and TD techniques have been used to distinguish between
active and inactive estimated taps and prevent the coupling
between them, and hence they mitigate the ISI problem. The
RLS algorithm with ADG and TD has also been used to prevent
ISI, and it shows a good performance in preventing ISI and esti-
mating the channel impulse response without any tap coupling.
Furthermore, the RLS algorithm with ADG and TD shows a
faster convergence than that of the LMS algorithm with ADG
and TD. So, it can be used effectively in nonstationary wireless
optical channels.

0 500 1000 1500 2000 2500 3000
10

-4

10
-3

10
-2

10
-1

10
0

Iteration Number

sq
ua

re
d 

er
ro

r

LMS With TD

RLS with TD

Fig. 20. Squared weight-error performance of the LMS algorithm
with ADG and TD and the RLS algorithm with ADG and TD.
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Fig. 21. Estimated channel taps using the LMS algorithm with
ADG and TD and the RLS algorithm with ADG and TD.

Fig. 22. Accuracy and loss for training and testing phases along the
epochs for (a) visible and (b) IR images.

E. Results of Image Quality Assessment

Simulation experiments have been carried out using Python
3.5 [34], TensorFlow [35], and Keras to test the performance
of the proposed quality assessment algorithm of optical com-
munication based on a CNN with the simulation parameters
introduced in [32,33].

Figure 22 shows the accuracy and loss for training and testing
phases along the epochs, for visible and IR images. Twenty
epochs and a batch size of 10 have been adopted to train the
model. From Fig. 22, it can be observed that the model achieves
an accuracy of 100% for both IR and visible images.

6. CONCLUSION

In this research paper, an OWC framework for robust com-
munication in African countries has been presented. The
performance of this framework has been studied and investi-
gated from different perspectives. Channel coding has been used
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to enhance the BER performance, and adaptive channel estima-
tion has been investigated as an efficient tool for better channel
equalization, and hence better performance enhancement.
Moreover, a quality assessment algorithm based on CNNs
for communication over optical links has been presented.
Simulation results have proved that the BER performance of
the ADO-OFDM system with LDPC coding is better than
that with Hamming code, especially with low data rates at low
DC biases. At high data rates, the error performance for coded
ADO-OFDM with the Hamming coding gets close to its error
performance with LDPC coding. In addition, with the increase
of the DC bias, the Hamming code performance becomes
better than that of the LDPC code. Generally, the increase of
the DC bias means inefficient use of the system power, while a
low DC value causes large clipping noise. Thus, we should have
a balanced relation between system power consumption and
clipping distortion. However, the LDPC code is recommended
for higher code rates, as it has better coding performance and
lower decoding complexity compared with those of the Turbo
code. The simulation results revealed that the Hamming code
has almost the same performance as that of the LDPC code at
higher coding rates, with too small decoding time compared
to the decoding time of the LDPC code. It is concluded from
this research work that the Hamming code is recommended for
low-to-moderate code rates because of its better BER perform-
ance. Moreover, the LMS and RLS adaptive channel estimation
algorithms with ADG and TD have been investigated to mit-
igate the problem of ISI over OWC channels. They have been
compared with the standard adaptive algorithms. The ADG
and TD techniques have been used to distinguish between
active and inactive estimated channel taps for preventing the
coupling between taps, and hence mitigating the ISI problem.
The proposed adaptive channel estimation algorithm shows
fast convergence as well as good performance in estimating
the channel impulse response. The simulation results revealed
that the RLS algorithm with ADG and TD has a very good
performance in OWC systems, as it can mitigate the problem
of ISI. In addition, an efficient CNN-based algorithm has been
presented in this paper for rating the communication quality
over OWC channels. Simulation results on zebra chart patterns
transmitted over the channels reveal a success rate of quality level
classification of 100%. This research is very useful for develop-
ing countries in Africa, as it introduces an enhancement in the
current and future applications of the OWC technology.
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