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Abstract—Twitter has emerged as one of the most powerful
micro-blogging services for real-time sharing of information on
the web. A large base of Twitter users tend to post short
messages of 140 characters (Tweets) reflecting a variety of topics.
Location-based-services (LBSs) may be built on top of microblogs
to provide for targeted advertisement, news recommendation,
or even microblogs personalization. Knowing the user’s home
location would empower such LBSs. In this paper, we propose
prediction models to infer the users’ home location based on their
social graph and tweets content. The problem is non trivial as the
tweets are short and not many people like to share their location
for privacy concerns. Our extensive performance evaluation on
a publicly available dataset demonstrates the effectiveness of
the proposed models. The proposed models outperform the
competitive state-of-the-art home location inference techniques
that are based on the social graph, tweet content, and both by a
relative gain in the F-measure of up to 37.71%, 29%, and 9.06 %,
respectively.

I. INTRODUCTION

Twitter has emerged as one of the most powerful micro-
blogging services for real-time sharing of information on the
web. As of March 2015, Twitter has more than 645 million
users, with about 289 million of them described as active
users [35]. The volume of tweets is rapidly increasing and
has reached 500 million tweet per day. Each user receives a
persistently increasing volume of tweets especially that 80%
of Twitter users are on the ubiquitous mobile devices [36].
Such rich content of users and data allowed for sharing
information that might be used in many situations. Numerous
research efforts have spurred mining Twitter feeds to provide
for different applications and monitoring services that provide
useful, and sometimes critical, functionalities. For instance,
personalized recommender systems were built to recommend
information, possibly news articles, that are relevent to the
users (e.g., [1], [16], [28]). Events are another example that
are possible to be detected and to seamlessly spread as a result
of this environment (e.g., [41]).

There is plenty of research efforts spent on mining Twitter
feeds for different applications like finding trending topics
and influential users. Some of these applications are more
relevant to some cities and communities like spreading aware-
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ness around some epidemic disease or examine the shopping
patterns in some cities. Many Locaiton-based services (LBSs)
would benefit from the existance of the location information
associated with the tweet or with its author. Unfortunately,
location information is currently not sufficiently available for
different reasons. only small percentage of the twitter posts
has associated location information [26] as many users do not
reveal their locations when they tweet for privacy concerns.
Even when users opt to expose their location, the revealed
locations vary from a fine granular location, such as a point
of interest or a geo-location, to a coarse grain location as a
country. Further, Twitter posts are short and do not provide
sufficient context to infer the user’s location from the post
content.

The above reasons have motivated research work to infer
the location of the Twitter user based on the available infor-
mation like the user’s posts and her social graph. Some work
has investigated techniques for geo-locating Twitter users using
models built with tweets originating from known locations
like [4], [6]. Others have employed language modeling for the
user’s historical posts like [19] to infer the user’s location.
However, building a language model on tweets is challenging.
Tweets are small in length and consequently they lack the
context in which their content fall in. Other research work
has been done on using the user profile location and her
social graph of followers and followees to infer the location
[13]. This in turn assumes that enough users would expose
their location information, which is not always true. Location
information entered by users are usually not complete or
accurate.

In this paper, we tackle the problem of the sparseness of the
user’s location information by developing several algorithms
to predict the home locations of Twitter users. Ultimately, we
would like to be able to provide a source location for each in-
coming tweet, reply, or user action. We believe that predicting
the user’s home location is a major milestone towards this goal.
We propose a Friends classifier, a novel graph-based location
inference model. The Friends classifier uses the spatial label
propagation by computing the weighted geometric median of
the locations of the friends of a certain user. In addition, we
propose two hybrid approaches to infer the user’s location



based on her social graph and on her tweets’ content and
behavior. Our first hybrid approach empowers the state-of-
the-art content-based location inference technique [23] with
our proposed Friends classifier. The second proposed hybrid
approach empowers graph-based location inference approaches
with the state-of-the-art content-based location inference tech-
nique [23]. Graph-based location inference approaches utilizes
an initial set of users in the social graph with know locations
to propagate their locations to other users in their graph. We
use the content-base location inference in [23] to increase the
number of users with known location to boost the spatial label
propagation.

The contributions of this paper may be summarized as
follow:

e  We propose a graph-based location inference model,
the Friends classifier, to predict the user’s home loca-
tion from her social graph.

e  We propose two hybrid location inference models that
collect signals from both the social graph and the
content of the tweets. The proposed hybrid approaches
represent two different ways of empowering content-
based and graph-based approaches together.

e  We thoroughly evaluate the performance of the pro-
posed models and compared them with the state of
the art. Our models outperform the competitive state-
of-the-art graph-based, content-based, and hybrid lo-
cation inference techniques.

The rest of the paper is organized as follows. Section II
highlights related work. The proposed user home location
inference models are presented in Section III. In Section IV, we
evaluate the proposed models using an extensive experimental
study. We conclude the paper by a summary and final remarks
in Section V

II. RELATED WORK

With the scarcity in the Twitter user profiles containing a
valid location entry, lots of research efforts have been spent to
infer the user’s location. Such efforts can be divided into three
categories.

The first category uses the content of the user tweets to
infer her location. In 2014, Mahmud et al. used an ensemble
of statistical and heuristic classifiers to predict Twitter users’
home locations. They made use of a geographic gazetteer
dictionary to identify place-name entities. Their hierarchical
classifiers used the tweet content and the user tweeting behav-
ior to infer the user’s home location [23]. Previously in the
same year, other location inference techniques were proposed
by extracting points of interests from the tweets and predicting
whether the user has visited, is currently at, or will soon visit
this point of interest [20]. Local words were also used to build
a language model for the different locations [32]. Meanwhile,
[32] worked with multiple microblogs and points of interests to
predict the top-k locations for the users, whereas [29] utilized
a variant of gaussian mixture models for the user location
inference. Han et al. provide an extensive feature selection
comparison used in location inference in [12].

In 2013, Twitter user’s location inference was done using
the tweet content and the user declared metadata [10], [34]

or utilized insights from the social web [15]. In 2012, the
location inference used location indicative words [11], local
words to infer the home location [38], or to infer the tweet
source location [14]. Roller et al. mapped documents on a grid
using a language model [30]. In 2011, location inference was
proposed using the tweet content and the social interaction [3].
Statistical methods are used to infer the user current location as
well as her home location [19], [13], [6], whereas other work
used to infer the location of documents and not tweets [39].
The earliest work to infer the location for a Twitter user based
on the content of the tweets discovered the latent topics in
2010 [4].

The second category uses the user social graph to infer
her location. The social graph connects each user with its
followers and followees. In 2014, Compton et al. infer the
user location from her friends by framing the geotagging
problem as an optimization over a social network with a
total variation-based objective using a scalable and distributed
algorithm [5]. In 2013, Rout et al. formulated the problem as a
classification task, where the most likely city for a user without
an explicit location is chosen amongst the known locations
of their social ties [31]. Meanwhile, McGee et al. proposed
a location estimator, FriendlyLocation, which leverages the
distance between a pair of users and the relationship between
the strength of the tie between the pair [25]. The concept of
landmarks, which are defined as users with a lot of friends
who live in a small region, was introduced to infer the home
location assuming a landmark reports her true locations [40].
The home location is also inferred by spatially propagating
location assignments through the social network [18]. On the
other hand, in 2012, the location of a tweet is predicted by
combining two weak predictors, link prediction and location
prediction [33]. In this work, friendship, and not the location,
is predicted from the tweet content. In 2011, majority voting
location inference is done from the friends’ location [17]. The
earliest work for location inference from the social graph, and
hence is commonly compared to, assumes symmetric links and
is based on Facebook [2].

The third category contains hybrid approaches that utilized
both the social graph as well as the tweet content. In 2012,
three hybrid techniques were introduced. First, Gu et al.
proposed GeoFind, which uses k-means to cluster people. A
logistic regression classifier is used to profide effective fussion,
i.e., reranking of two ranked lists: one from the social graph
using maximum likelihood estimation (MLE) of geotagged
friends and one from the tweet contents using geo-sensitive
textual features [8]. Li et al. focused on the problem of
home location inference by proposing a unified discriminative
influence model. To overcome the scarcity of the signals, they
form a heterogeneous graph from the social network and from
the tweets by collecting signals from both sources in a unified
probabilistic model. To overcome the problem of the noisy
signals, they capture how likely a user connects to a signal
with respect to 1) the distance between the user and the signal,
and 2) the influence scope of the signal [22]. Li et al. also
proposed a multiple location profiling model [21]. In that work,
their model captures that a user has multiple locations (home
location and visited locations) and his following relationships
and tweeted venues can be related to any of his locations.



III. TWITTER USER’S HOME LOCATION INFERENCE

In this section, we present our inference models to predict
the user’s home location. The first proposed model is the
Friends classifier. It is a graph-based location inference model
that may be used by itself to predict the user’s home location,
or may be used as a building block in the two proposed hybrid
models, namely Injected Inferences and Cascaded Inferences.

To illustrate the proposed models, the next subsection
briefly describes some background needed. The subsequent
subsections present the novel models themselves.

A. Background

In our hybrid home location inference models, we adopt the
state-of-the-art content-based home location inference method
that was proposed by Mahmud et al in [23]. In this work,
a hierarchical classification is performed on the content of
the tweets through a time zone classification followed by a
city classification. The time zone classification consists of a
dynamically weighted ensemble of statistical classifiers (nouns,
entities, and hashtags), heuristic classifiers (place names and
Foursquare check-ins), and behavior classifiers (frequency of
user tweets). The multi-nominal city classifiers are used to
classify the users to the cities in their corresponding time
zone. They consist of all classifier types used in the time
zone classification except for the behavior classifiers. A salient
feature of this location inference technique is its extensibility
property of being able to add additional classifiers to the
hierarchy, which we benefit from in our Injected Inferences
model.

The second piece of background needed to proceed is the
“spatial label propagation”. In 2002, Zhu et al. proposed a
semi-supervized simple iterative algorithm to propagate labels
for items connected through a network. A label is assigned
to an unlabeled node as the most frequent label among
its neighbors [42]. In 2013, Jurgens proposed spatial label
propagation, which propagates the spatial label to infer the
location of the users. Algorithm 1 illustrates the technique [18].
The key in the label propagation is how to select the label
to be propagated, which is defined by the function select.
Jurgens provided three alternative for the selection of the label
to be propagated from a labeled node to an unlabeled one.
Namely, 1) the geometric median of the labeled neighbor, 2)
an alternative multivariate median definition, and 3) a heuristic
based on social theory. The Friends classifier represents a novel
variant of the spatial location propagation, which will be used
in all proposed models.

B. The Friends Classifier

The proposed Friends classifier is a graph-based location
inference technique that uses the social graph along with
initial seed users’ locations in order to infer the location of
other users as depicted in Figure 1. The Friends classifier
performs a variation of the spatial location propagation tech-
nique presented in [18] (see Algorithm 1). Instead of using
the geometric median or its variants for the labeled neighbors
as in the original spatial location propagation technique, we
use the weighted geometric median of the labeled neighbors
as the label of the current unlabeled node of the graph. The
rationale behind this decision comes from the meaning of the

Algorithm 1 Spatial Label Propagation Algorithm [18]

Procedure PropagateTheSpatialLabels
Input U: set of users in social network
N: mapping for each user to her friends
L: ground-truth mapping from users to their coordinates
Ouput F: Estimated user locations
begin
1: Initialize F with L;
2. while Convergence criteria is not met do
3:  Let E’ be the next mapping from user to location;
4: for all w € U — domain(L) do
5 Let M be a list of locations;
6: for all n € N(u) do
7 if E(n) # ¢ then
8 add E(n) to M;
9

: end if
10: end for
11: if M # ¢ then
12: E'(u) = select(M)
13: end if
14:  end for
15> E=F
16: end while
end
Seed
Users’
Locations
) . Predicted
Social Frlequ > Users’
Graph Classifier .
Locations

Fig. 1: The Friends Classifier

edges of the social graph. Such edges represent relationships;
i.e., friendships, among the nodes of the graph. Naturally, any
user has different tie strength with his different followers or
followees. The difference depends on the type of relationship
between them. Therefore, the weights of the edges should not
be equal over all the friends of a person. For instance, the
relationship between Alice and her caring brother Bob would
be stronger than that between her and an acquaintance Carol
whom she met only once in an event two years ago.

The proposed weight of an edge between a node w and its
neighbor v is composed of the following five weights:

1)  Number of mutual friends between w and v. Let
F, and F, denote the set of friends of v and v
respectively, then

e — |Fu N F,|
R

2)  Number of mutual followers between u and v. Let
F) and F] denote the set of followers of u and v



respectively, then

|F, N Fy|
Wo =
‘T IE
3)  Whether the relation between w and v is symmetric;
i.e., there is an edge from wu to v (denoted by u — v)
and an edge from v to u (denoted by v — u).

W — 1 ifu—vandv—u,
3731 0 otherwise.

4)  Whether there is a triad relation between u and v
along with w.

W — 1 fdw:vu—v,v—=>w w—u
4= Y 0 otherwise.

5) The dispersion of the followers of the friend. Let
v denote u’s friend with known location. If v has
followers from around the globe (e.g., a celebrity),
thus he is not indicative of u’s location. Let w denote
any follower of v. Also, let d,,, denote the Haversine
distance between the coordinates of v and w. Let d,
denote the median of the distances between v and its
followers. Then

CZU = median(duw)

Let D, denote the dispersion of the followers of v
and is computed as follows.

D, = ﬁ 3 (de —JU)Q

weF,

The lower the dispersion is, the higher value takes
the weight ws. Let Dy and Dy, denote the maxi-
mum and minimum dispersions among all the nodes.
Therefore,

Dmax - Dv

Wy =
Dmax - Dmin

While computing the weighted geometric median of the
labeled neighbors, we combine the above five weights by using
their root mean square as the weight W,,,, of the edge between
a node v and its neighbor v. Thus,

1

C. The Injected Inferences Model

Injected Inferences model is our first hybrid approach;
i.e., it leverages signals from both the user’s tweet text as
well as her social network. This model takes any content-
based location inference technique that uses machine learning
classification as its underlying technique, and empowers it
with an extra feature. That feature is the tweet author’s home
location, if known, or null otherwise.

In our work, we take the state-of-the-art content-based
location inference technique of Mahmud et al [23], and em-
power it with our Friends classifier, which is described in
Section III-B. As illustrated in Figure 2, the Friends classifier
uses the already-known users’ locations as seed locations. The
produced predicted users’ locations along with the initial seed
users’ locations are used as a feature in the classification task.

Social Friends US:;(:,
Graph Clalmﬁer Locations
Predicted
Users’
Locations
More
Tweet Content-p ased Predicted
Location ,
Content Users
Inference Model .
Locations

Fig. 2: The Injected Inferences Model

The Friends classifier’s output is injected into the list
of statistical, heuristic, and behavior classifiers in the user’s
time zone classification. In the city classification, the Friends
classifier is also added to the list of classifiers. However, we
take into consideration the friends that belong to the same
time zone as friends from other time zones would be unneeded
outliers.

The adopted state-of-the-art content-based approach uses
dynamically weighted ensemble of classifiers, where each
classifier is given a weight inversely proportional to the number
of classes it discriminates from. We empirically give the
Friends classifier a weight of 1. The votes of the classifiers
are then merged using those weights.

D. The Cascaded Inferences Model

The Cascaded Inferences model is our second hybrid
model to infer the home location of Twitter users. It also
leverage signals from both the user’s social network along
with the content of her posted tweets. In contrast to Injected
Inferences, Cascaded Inferences empowers any other graph-
based home location predictor with the state-of-the-art content-
based location inference technique.

In our work, Cascaded Inferences cascades the Friends
classifier, described in Section III-B, after the state-of-the-
art content-based location inference technique of Mahmud et
al [23]. This cascading operation is depicted in Figure 3.
Like any other graph-based home location inference model,
the Friends classifier gets a set of seed users’ locations as
ground truth. The spatial label propagation algorithm uses
this seed set in order to label the rest of the social graph.
By increasing the number of users with known location, the
spatial label propagation labeling power would increase, and
additional correctly predicted users’ location can be reached.
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Fig. 3: The Cascaded Inferences Model

Not all locations infered by the content-based location
inference technique are used as seeds since many of them
might have low confidence. We only pass those locations that
have a a confidence score larger than a picked threshold. This
threshold is the confidence score that gives the maximum F-
measure for the content-based location classifier.

IV. EXPERIMENTAL EVALUATION

We perform extensive experiments to evaluate the quality
performance of the proposed Twitter user’s home location
inference techniques. We compare the proposed techniques
against the state-of-the-art content-based, graph-based, and
hybrid approaches. All used machine-learning algorithms were
executed from the WEKA suite [9].

To calculate the weighted geometric median in the location
inference component, we got the coordinates using the Open
Geocoding API of Mapquest [27]. We retrieved the time zone
of each location using the Geonames Timezone API [7].

A. Dataset

We adopted the dataset used in the state-of-the-art hybrid
location inference approach [22]. The dataset is publicly
available at [37]. This dataset contains 284 million following
relationships, 3 million user profiles and 50 million tweets. We
extracted the ground truth locations of users by searching the
“Location” field in their profiles for the patterns “CityName,
StateName” or “CityName, StateAbbreviation” from USA as
was done in [22]. We sampled this dataset to retrieve 20,000
users, 9.1 million following relationships and 10 million
tweets. The sampling consisted of the first 20K users from
a breadth first search that started from a random user (id =
25582718). Working with a publicly available dataset is used
as a benchmark to guarantee results repeatability.

. OJergens [18]
80% 7 ] OCompton et al. [5]
BFriends Classifier
70% A
60% A
79%

50% -
40% - 52%

9% [389% 42% 0%
30% T T

Precision Recall F1

Fig. 4: Performance of Proposed Graph-Based Approach

B. Evaluation Metric

In addition to the precision and recall of the system, we use
the micro-averaged F-measure, which considers predictions
from all instances [24]. It calculates the F-measure across all
labels as 9PR

Fl1=
P+ R

where P is the precision and R is the recall of the system.

C. Performance of Proposed Friends Classifier

We compared the proposed graph-based location inference
component with Jurgens [18], who proposed the spatial lo-
cation propagation, and Compton et al. [5] representing the
state-of-the-art graph-based location inference approaches.

Figure 4 gives the output of the 10-fold cross validation
of the graph-based techniques. The experiments shows that
the using the weighted geometric median is superior to using
the geometric median, which comforms with our rationale that
not edges in the social graph should be equally treated. The
edges represent relationships among the people and should be
different as the tie strength between the user and his followers
and followees. Not only the proposed graph-based component
outperforms the original spatial label propagation [18], but also
the picked Friends’ features let it outperform the competitive
state-of-the-art techniques. The Friends classifier produces an
F-measure of 55.14%, which is superior to the state-of-the-art
techniques: Jurgens [18] produces an F-measure of 51.94%
representing the geometric median choice for the spatial label
propagation. Last, Compton et al. [5] produces an F-measure of
40.04% on the same benchmark dataset; i.e., Friends produces
a relative gain of 37.71%.

D. Performance of Proposed Cascaded Inferences

In this section, we compare the proposed Cascaded Infer-
ences approach with its baseline, the proposed graph-based
location inference technique. This comparison is to show the
benefit the Friends classifier gets from increasing the seed
locations.
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Precision

Figure 5 gives the output of the 10-fold cross validation of
Cascaded Inferences. For comparison, we restate the results of
its baseline. The experiments shows that Cascaded Inferences
model produces an F-measure of 60.20%; i.e., there is a
relative increase of 9.18% in the F-measure when increasing
the input labels of the proposed graph-based approach. This is
done when it was seeded with the locations inferred with high
confidence using the state-of-the-art content-based technique
as discussed in Section III-D.

E. Performance of Proposed Injected Inferences

Here, we compare the proposed Injected Inferences, de-
scribed in Section III-C, with the competitive state-of-the-
art content-based location inference approach by Mahmud
et al. [23]. The comparison shows the effect of adding the
Friends classifier to the other classifiers used in the hierarchical
classifiers used in [23]. For both techniques, a set of naive
Bayes classifiers is used. This is why a prediction is made for
each user, and hence the recall is 100%.

Fig. 7: Performance of Proposed Injected Inferences (City
Location Granularity)

Figure 6 shows the performance of injecting the Friends
classifier’s output into the list of statistical, heuristic, and
behavior classifiers in the user’s time zone classification.
The figure shows the result of the 10-fold cross validation
before and after the injection. The injection made the resulting
Injected Inferences model outperform the classifiers of [23].
The F-measure is 73.66% for the original predictor before
the injection, whereas the Injected Inferences result into an
F-measure of 78.50%, which is a relative gain of 6.57%.

The city level location predictor naturally gets lower F-
measure for both techniques. However, the relative gain of
Injected Inferences is higher. Before the injection, the F-
measure is 46.27% for the state-of-the-art content-based lo-
cation inference technique. After the injection, the F-measure
is 59.81%. This is a relative gain of 29% in the F-measure.
Figure 7 shows the performance of injecting the Friends
classifier’s output into the list of classifiers in the user’s city
classification.

FE. Comparing with State-of-the-Art Hybrid Model

The previous experiments showed that the proposed hybrid
approaches outperformed the competitive content-based state-
of-the-art as well as the Friends classifier, which in turn out-
performed the competitive graph-based state-of-the-art. In this
section, we present the results of our experiments to compare
Injected Inferences and Cascaded Inferences against the com-
petitive state-of-the-art hybrid location inference model [22].

Figure 8 shows the results of the 10-fold cross validation
of the two proposed hybrid models as well as the state-of-
the-art hybrid model. Both Cascaded Inferences and Injected
Inferences outperform the state-of-the-art hybrid model. The
state-of-the-art model gets an F-measure of 55.20%. Cascaded
Inferences get an F-measure of 60.20% - a relative gain of
9.06% in the F-measure with respect to [22], whereas Injected
Inferences get an F-measure of 59.81% - a relative gain of
8.35% in the same evaluation metric.
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Fig. 8: Comparing with State-of-the-Art Hybrid Model

V. CONCLUSION

In this paper, we proposed three models to infer Twitter
user’s home location First, the Friends classifier was proposed
to predict the location based on the user’s social network. Next,
Cascaded Inferences and Injected Inferences were introduced
as a way to get more signals from the users’ tweet content
beside the social graph. Despite the scarcity and noisy signals
of the short tweets, the extensive performance evaluation on
a publicly available dataset demonstrates the effectiveness of
the proposed models. The proposed models outperform the
competitive state-of-the-art home location inference techniques
that are based on the social graph, tweet content, and both. The
Friends classifier produces a relative gain in the F-measure of
up to 37.71%. The proposed hybrid models, which outperform
Friends, also produce a relative gain of 29%, and 9.06% over
the content-based and hybrid models, respectively.
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